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Abstract— Online action detection is a brand new challenge
and plays a critical role in visual surveillance analytics. It goes
one step further than a conventional action recognition task,
which recognizes human actions from well-segmented clips.
Online action detection is desired to identify the action type
and localize action positions on the fly from the untrimmed
stream data. In this paper, we propose a multi-modality multi-
task recurrent neural network, which incorporates both RGB
and Skeleton networks. We design different temporal modeling
networks to capture specific characteristics from various modali-
ties. Then, a deep long short-term memory subnetwork is utilized
effectively to capture the complex long-range temporal dynam-
ics, naturally avoiding the conventional sliding window design
and thus ensuring high computational efficiency. Constrained
by a multi-task objective function in the training phase, this
network achieves superior detection performance and is capable
of automatically localizing the start and end points of actions
more accurately. Furthermore, embedding subtask of regression
provides the ability to forecast the action prior to its occurrence.
We evaluate the proposed method and several other methods in
action detection and forecasting on the online action detection
data set and gaming action data set datasets. Experimental
results demonstrate that our model achieves the state-of-the-art
performance on both tasks.

Index Terms— Action detection, recurrent neural network,
multi-modality, joint classification-regression.

I. INTRODUCTION

UMAN action detection is quite a challenge task in

video surveillance analytics, which aims to not only
recognize but also localize the actions in the video sequences.
Different from action recognition and offline detection, which
determine the action after completely observing an entire
sequence, online action detection allows to detect the action
type automatically as proceeded from the streaming videos.
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This technology makes it possible to forecast the start and
end of the actions prior to their occurrence, which benefits a
wide range of applications. For example, in home surveillance,
some unexpected situations (e.g. falling down) can be alerted
timely. It would also be appreciated for the smart-home system
if it can predict the start of the impending action or the end
of the ongoing actions, and then get something ready for the
person it serves. Therefore, the detection and forecast system
could respond to impending or ongoing actions accurately
and as soon as possible, to make visual surveillance more
intelligent.

In the past decades, many pioneer works on human action
recognition and detection [1] have been investigated in RGB
videos. Most of them [2]—[5] are designed for offline detection,
which determines the action after the video is fully observed.
The offline detection methods mainly adopt the sliding-
window technique in [6]—[9], which divide the sequence into
overlapped clips and the action recognition/classification is
performed on each clip. For practical applications in video
surveillance, it is much expected to intelligently localize the
actions with uncertain length on the fly. Recently, an online
action localization method [10] was proposed with represen-
tations at different granularity. Meanwhile, Recurrent Neural
Networks (RNN) [11], [12] have shown superior performance
on feature representation and temporal dynamics modeling on
action recognition. Thus, researchers also investigated efficient
action detection algorithms [13]—[15] that leverage the neural
network for the untrimmed streaming data.

Moreover, biological observations indicate that skeleton,
as a compact high level information of human representa-
tion, is valuable to recognize actions by humans [16]. Such
representation is robust to the variation of illumination, back-
grounds and viewpoints. With the prevalence of cost-effective
depth cameras such as Microsoft Kinect and the advance of
powerful human pose estimation technique [17], it is easier and
more effective to obtain the depth data and further 3D skele-
ton data. Skeleton-based human representation has attracted
more and more attention for action recognition [18]-[20]
and action detection [21], [22]. Some traditional skeleton-
based methods for action recognition and detection rely on
hand-crafted descriptors [18], [23]-[28] from body joints.
While recent works [19], [20], [29] have shown state-of-the-
art results by exploiting RNN-based deep learning methods to
automatically extract high-level representation and to model
temporal dynamics at the same time, our previous work [30]
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Fig. 1. Architecture of the proposed Multi-Modality Multi-Task RNN framework for online action detection and forecasting. Each small block corresponds

to a specific layer. Specifically, FC (FC1, FC2, FC3) and LSTM represent fully-connected and Long Short-Term Memory (LSTM) layers, respectively. The
Soft Selector layer is proposed to connect classification and regression tasks, which will be explained in Section IV-D.

went a further step to not only localize the start and end time
of actions more accurately but also forecast their occurrence
in advance.

Although skeleton data is an intrinsic high level representa-
tion, it is not always reliable due to the noise and occlusion.
Without RGB, appearance information and spatial-temporal
contexts are missing. It makes some actions look ambiguous
when observing only skeleton data, especially in the case
where the actor interacts with objects. Therefore, it is worth
combining Multi-Modality data to make use of complementary
information in them. The approach in [31] used additional
3D human-skeleton sequences to regularize the learning of
Long Short-Term Memory (LSTM) and complemented poorly
represented features in RGB videos. Although the skeleton
sequences are independent with the RGB videos, they still
provide helpful complementary information. In [32], RGBD-
based Convolutional Neutral Network (CNN) features are used
as spatio-temporal contexts to compensate for the noisy skele-
ton estimation with random forest. However, these methods
are designed for action recognition and detection. There is a
lack of a unified framework to integrate action detection and
forecasting. And how to utilize multi-modal data to improve
the performance of action forecasting is not well studied.

In this paper, we propose a Multi-Modality Multi-Task
Recurrent Neural Network (MM-MT RNN) to accurately
detect the actions and to localize the start and end positions
of the actions on the fly from the streaming data. Fig. 1 shows
the architecture of the proposed framework. For different input
modalities, we design different temporal modeling networks to
extract efficient temporal representations. Specifically, a Deep
Convolutional Network is utilized for RGB data, while a
Motion Inspecting Layer is exploited for skeleton data. Then,
we use LSTM [33] to construct the recurrent layers to perform
automatic feature learning and long-range temporal dynamics
modeling. Our network is end-to-end trainable by optimizing
a joint objective function of frame-wise action classification
and temporal localization regression. On one hand, we perform
frame-wise action classification to detect the actions timely.
On the other hand, to better localize the start and end of
actions, our network incorporates the regression of the start

and end points of actions, and thus is capable to forecast their
occurrences in advance based on the regressed curve. We train
this classification and regression network jointly to obtain
high detection accuracy. Note that the detection is performed
frame-by-frame and the temporal information is automatically
learned by the deep LSTM network without a sliding window
design in a time efficient manner. Finally, with the help of
joint RGB and skeleton data, we fuse the two-stream outputs
as the final results. Experimental results on the Online Action
Detection Dataset (OAD) and Gaming Action Dataset (G3D)
datasets demonstrate the effectiveness of our method. This
paper is an extension of our previous conference paper [30].
Based on the preliminary work, we introduce multi-modal data
to compensate for the drawbacks of skeleton. At the same
time, we propose different temporal modeling subnetworks to
handle joint RGB and skeleton data, respectively. And we add
the experimental analysis to evaluate the effectiveness of the
proposed framework on OAD and G3D datasets. The main
contributions of this paper are summarized as follows:

o To our best knowledge, we are the first to employ multi-
modality data on the task of online action detection and
forecasting. Our proposed method successfully leverages
the advantages of multiple modalities by fusing them in
the deep neural network framework.

« By the ablation analysis, we verify the effectiveness and
necessity of each part in our proposed network, i.e. the
Motion Inspecting layer, the Soft Selector module and the
multi-task design scheme.

« Based on our collected large action dataset, we investigate
the new problem of online action detection for streaming
skeleton data by leveraging our multi-modality multi-
task recurrent neural network. The experimental results
also demonstrate the effectiveness of our method, which
achieves state-of-the-art performance on action detection
and forecasting.

The rest of this paper is organized as follows. In Section II,
we review the related work on both RGB and skeleton-
based action recognition and detection, respectively.
In Section III, we formulate the online action detection
problem. In Section IV, we illustrate the details of our
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TABLE I
MULTI-MODALITY RESULTS ON THE NTU SUBSET IN ACCURACY (%)

Modal | Method [ Accuracy (%)
Skeleton LSTM 68.61
RGB TSN [35] 69.56
Optical Flow | TSN [35] 80.55
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Fig. 2. Average precision on selected action types.

proposed method. Experimental results and discussions are
presented in Section V. Finally, concluding remarks are given
in Section VI.

II. MOTIVATION AND RELATED WORKS
A. Motivation

Different modal data describes actions from different per-
spectives and is capable of providing complementary informa-
tion. Intuitively, skeleton joints and optical flow can describe
human motion in a video sequence but ignore appearance
information especially for human-object interactions. RGB
videos are capable of conveying appearance information.
To further exploit their strength and weakness of each modal-
ity, we conduct action recognition experiments on the NTU
RGB+-D dataset [34]. We adopt the state-of-the-art methods to
evaluate the performance of each modality. For RGB and opti-
cal flow, we employ Temporal Segment Networks (TSN) [35].
For skeleton data, we build three stacked LSTM layers to
test the performance. For all the experiments in this section,
we randomly sample a subset from NTU datasets under cross
view setting to avoid long-time training. This subset consists
of 9065 videos, of which 6000 are used as training data and
the rest is for testing.

Table I shows the baseline results. Skeleton and RGB
provide comparable performance whenever skeleton data is
sometimes unreliable due to the noisy joints caused by occlu-
sion. Though optical flow lacks appearance information, it still
gives the best results. On the one hand, optical flow provides
pixel-level motion vectors, which provides finer granularity
description of motion than that of skeleton. On the other hand,
the classification of most actions can be achieved with only
motion information. To further analyze the pros and cons
of each modality, we select several typical action types and
compare the average precision of each modal, which can be
found in Fig. 2.
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For RGB data, as in Fig. 2, it is usually confused for the
sequential actions (e.g. wear/take off the jacket, wear/take
off the hat). Based on the two-stream network, the classi-
fication on RGB data is obtained by fusing the probability
of frames within one video. Thus, the temporal dynamics is
not explicitly exploited. In contrast, actions with human-object
interactions can be well classified by RGB data, even though
the motion trajectories are similar (e.g. play the phone/type
on the keyboard). In comparison, optical flow and skeleton
can well handle the sequential actions thanks to the exploit of
temporal information. However, the human-object interactions
are ambiguous for them. In addition, optical flow is not good
at classifications for motionless actions (e.g. saluting, pointing
something with a finger). The action of saluting is mainly
conveyed by the posture and little information can be obtained
from optical flow. However, these action categories can be
depicted and well recognized from skeleton data. For actions
with tiny motions such as shaking head, optical flow shows
better performance owing to its pixel-level motion description.
From the analysis above, we conclude that each modal data
has its advantages and the multi-modal data provide mutually
complementary information. Therefore, to adapt various appli-
cation scenarios and handle all kinds of action categories, it is
worth leveraging multi-modal data towards good practice.

B. Related Works

1) RGB-Based Action Recognition and Detection: Action
recognition and detection problem on RGB-based dataset
have attracted a lot of research interests and been studied
through the past decade. Traditional methods mainly focus
on hand-crafting features for video representation. Bag-of-
Feature (BOF) technique [36] tracks feature points in con-
secutive frames and encodes the extracted trajectories to
capture the motion of objects in the video. This method was
further improved by densely tracking points in the optical
flow field with more features like Histogram of Oriented
Gradient (HOG), Histogram of Flow (HOF) and Motion
Boundary Histograms (MBH) and those encoded by Fisher
Vector [37], [38]. But these carefully designed features is not
robust enough compared to deep features learned from large
scare training data. As a result, their performance has been
outperformed by recent deep learning based methods.

Recently, deep learning has been exploited for action recog-
nition [39], [40]. Instead of using hand-crafted features, deep
approaches automatically learn robust feature representations
directly from raw data and recognize actions synchronously.
Besides a large number of CNNs [41]-[43] proven success-
ful in modeling the image data, many novel deep models
especially designed for video dynamic representations have
been proposed recently. For example, VLAD3 [44] and Rank
Pooling [45], [46] encode video representations based on the
features extracted from CNN models. However, these methods
only use CNN models as feature extractors without end-to-
end design to extract better feature representations. Similar to
many sequence modeling tasks [47], RNNs have also been
exploited to model temporal dynamics for action recognition.
In [11] and [12], CNN layers are constructed to extract visual
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features while the followed recurrent layers are applied to
handle temporal dynamics.

For action detection, existing methods mainly utilize either
sliding-window scheme [6], [7], [21], [48], or action pro-
posal approaches [49]-[52]. Due to a large number of action
proposals to classify, these methods usually have redundant
computation or unsatisfactory localization accuracy because
of the overlapping design and unsupervised localization
approach. Besides, it is not easy to determine the sliding-
window size. Most methods are designed for offline action
detection [8], [21], [48], [53]. Nevertheless, in many applica-
tions it is expected to recognize the action on the fly before the
completion of the action, e.g., to respond as fast as possible
in human computer interaction. In [6], a learning formulation
based on a structural SVM is proposed to recognize partial
events, enabling early detection. To reduce the observational
latency of human action recognition, a non-parametric moving
pose framework [23] and a dynamic integral bag-of-words
approach [54] are proposed respectively to detect actions ear-
lier. Our model goes beyond early detection. Besides providing
frame-wise class information, it forecasts the occurrence of
start and end of actions before an action is performed in
practical.

Our framework aims to address the online action detection
in order to predict the action at each time slot efficiently
without a sliding window design. We regress the start/end
points in a supervised manner during the training, enabling a
more accurate localization. Furthermore, it forecasts the start
of the impending or end of the ongoing actions.

2) Skeleton-Based Action Recognition and Detection: For
skeleton-based action recognition, many generative mod-
els [55], [56] such as Hidden Markov Models (HMM) were
proposed to model temporal dynamics. Their disadvantages
include the difficulty in estimating model parameters and
learning them efficiently. Leveraging the insights from RGB-
based action recognition, many discriminative approaches
have been proposed with superior performance. There meth-
ods capture local features from the sequences and then are
connected to typical classifiers. For instance, rotations and
translations are used to represent geometric relationships of
body parts in a Lie group [24], [25], and then Fourier
Temporal Pyramids (FTP) or Dynamic Time Warping (DTW)
are employed to temporally align the sequences and to model
temporal dynamics. In [57], the covariance matrix is calculated
to learn the co-occurrence of skeleton points. Furthermore,
many methods [58]-[60] divide the human body into several
parts and learn the co-occurrence information, respectively.
A Moving Pose descriptor [23] is proposed to mine key frames
temporally via a k-NN approach in both pose and atomic
motion features.

Due to the design of specific handcrafted features, most
methods mentioned above are limited in modeling temporal
dynamics within a window having a certain length. Recently,
deep learning methods are proposed to learn robust feature
representations and to model the temporal dynamics for the
whole video without segmentation for skeleton data. In [19],
a hierarchical RNN is utilized to model the temporal dynamics
for skeleton based action recognition. To exploit the inherent
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TABLE 11
SUMMARY OF RELATED WORKS FOR ACTION ANALYSIS

Modality Task Category [ Methods
Traditional | BOF [36], IDT [38]
VLAD?3 [44]
R iti i
ecognition Deep-based Rank Pooling [45], [46]
Two-Stream [39], TSN [35]
RGB RI?IITI—base@ [65], [66]
Sliding-window [6], [48]
Traditional | Action Proposal [50], [51]
Detection Early-detection [54]
Deep-based Slld.lng-wmdow [7]
Action Proposal [49], [52]
Generative model [55], [56]
Traditional | Moving Pose [23]
Recognition Co-occurrence [58]-[60]
Skeleton Deep-based FGIH\I -based [19], [20], [29],
CNN-based [62], [63]
' Traditional Sliding-window [21]
Detection Random-Forest [32]
Deep-based | RNN-based [30]
Traditional | RGB + Audio [67]
Multi- 1 | R iti
ulti-modal ecognition Deep-based RGB + Depth [6?], [69]
Skeleton-regularizing [31]

co-occurrences of skeleton joints, Zhu er al. [20] proposed
a deep LSTM network to model the inherent correlations
among skeleton joints in various actions. Liu et al. [61] further
extended the RNN to spatial-temporal domains to analyze the
hidden sources of action-related information. By converting
skeleton sequences into images where the spatio-temporal
information is reelected in the image, some CNN-based meth-
ods [62], [63] are proposed to model transformed skeleton
images by convolutional layers. The above action recognition
methods could not been directly applied to action detection
task, since they assume there are only one action instance in
the input video.

For skeleton-based action detection, several approa-
ches [21], [30], [64] were proposed. To extract efficient feature
representations, a dynamic bag of features [64] and a multi-
scale feature descriptor [21] were proposed. Our previous
paper [30] introduced a Joint Classification Regression RNN
to avoid sliding window design which shows state-of-the-art
performance for online action detection. In this work, we pro-
pose a Multi-Modality Multi-Task Recurrent Neural Network
to exploit the advantages of both skeleton and RGB compen-
satingly. Different temporal modeling networks are designed
for different modalities, respectively, which are further jointly
modeled by a unified deep recurrent neural network.

3) Summary of Related Works: We summarize the above
skeleton-based and RGB-based related works in Table II
based on different tasks (action recognition and detection)
and method category (traditional / deep learning methods).
It should be noted that currently, most state-of-the-art methods
leverage deep learning models like CNN or RNN for action
analysis. In the bottom of the table, we also categorize several
works for multi-modality action recognition. In [66], RGB
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and audio features are extracted respectively to take advan-
tage of multi-modal features of movie actions. To achieve
additional depth information, [67], [68] utilized depth frames
to compensate visual RGB frames by training modal-specific
deep models for gesture recognition. Different modalities
are usually trained separately and then fused by probability
scores [66]-[68]. The approach in [31] used additional inde-
pendent 3D human-skeleton sequences to regularize the learn-
ing of LSTM network which is used for action recognition for
RGB videos. Due to the fundamental differences in our prob-
lem, we cannot use these methods. Our method focuses on the
online action detection and forecasting problem using multiple
modalities. Specifically, we directly exploit the advantages of
paired RGB and skeleton sequences, which could be captured
Kinect devices.

IIT1. PROBLEM FORMULATION

In this section, we formulate the online action detection
problem. To clarify the differences, offline action detection is
first illustrated.

A. Offline Action Detection

Given a video observation V = {vg, ..., vny—1} composed
of frames from time 0 to N — 1, the goal of action detection
is to determine whether a frame o, at time ¢ belongs to an
action among the predefined M action classes.

Without loss of generality, the target classes for the frame v,
are denoted by a label vector y; € R M+D  where yr,j=1
means the presence of an action of class j at frame ¢ and
yr,j = 0 means absence of this action. Besides the M classes
of actions, a blank class is added to represent the situation
in which the current frame does not belong to any predefined
actions. Since the entire sequence is known, the determination
of the classes at each time slot is to maximize the posterior
probability

y; = argmax P(y;|V), (1)
¥
where y; is the possible action label vector for frame v;.
Therefore, conditioned on the entire sequence V, the action
label with the maximum probability P(y,|V) is chosen to be
the status of frame v; in the sequence.

According to the action label of each frame, an occurring
action i can be represented in the form d; = {gi, ti srart» ti,end }»
where g; denotes the class type of the action i, #; 514 and
ti ena correspond to the starting and ending time of the action,
respectively.

B. Online Action Detection

In contrast to offline action detection, which relies on the
whole video to make decisions, online detection determines
which action the current frame belongs to without using future
information. Thus, the method is capable to automatically
estimate the start time and status of the current action. The
problem can be formulated as

y; = argmax P (y;|vo, . ..
N

s V1) )
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Besides determining the action label, an online action detec-
tion system for streaming data is also expected to predict the
starting and ending time of an action. Specially, a common
expectation is to be aware of the occurrence of the action as
early as possible and be able to predict the end of the action.
To avoid some trivial situations (e.g. forecast too early without
any evidences), we define an expected forecasting time 7. For
example, for an action d; = {gi, ti start» ti,ena }, the system is
expected to forecast the start and end of the action during
(fi,start — T, tistare] and [t eng — T, ti ena ], Tespectively, ahead
its occurrence. We define the optimization problem as:

(y;,a;, b)) = argmax P(y;, a, bs|vo, ..., 0s), 3)
Yi,a:,br
where a, and b, are two vectors, denoting whether actions are
to start or to stop within the following 7' frames, respectively.
For example, a; ¢, = 1 means that the action of class g; will
start within 7 frames.

IV. MULTI-MODALITY MULTI-TASK RNN
FOR ONLINE ACTION DETECTION

We propose an end-to-end trainable Multi-Modality
Multi-Task Recurrent Neural Network to address the online
action detection problem. Fig. 1 illustrates its general architec-
ture, consisting of temporal modeling networks, classification
subnetworks and regression subnetworks. Note that we con-
struct different structures of temporal modeling networks to
extract deep spatial and temporal features for different modal-
ities, respectively. After extracting long-term dynamic fea-
tures, the followed classification subnetworks and regression
subnetworks share the same structures but different weights
among different modalities. In the training, we first train
the classification network, including the temporal modeling
network and classification subnetwork, for the frame-wise
action classification. Then, with the guidance of classification
results through the Soft Selector, we jointly train the regressor
and classifier to obtain more accurate localization of the start
and end points.

In the following, we first briefly review the RNN and LSTM.
Then, we introduce our proposed MM-MT RNN for online
action detection.

A. Overview of RNN and LSTM

In contrast to traditional feed-forward neural networks,
RNNSs have self-connected recurrent connections which model
the temporal evolution. The output response h; of a recurrent
hidden layer can be formulated as follows [69]

h; = 0,(Wanx, + Wiphi—1 +by), 4

where Wy, and Wy, are mapping matrices from the current
inputs x; to the hidden layer /4 and the hidden layer to itself.
by, denotes the bias vector. 6, is the activation function in the
hidden layer.

The above RNNs have difficulty in learning long range
dependencies [70] due to vanishing gradient effect. To over-
come this limitation, recurrent neural networks using
LSTM [19], [33], [69] have been designed to mitigate the
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Fig. 3. The structure of an LSTM neuron, which contains an input gate iy,
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cell ¢;.

vanishing gradient problem and to learn the long-range con-
textual information of a temporal sequence. Fig. 3 illustrates
a typical LSTM neuron. In addition to a hidden output /A,
an LSTM neuron contains an input gate i;, a forget gate f;,
a memory cell ¢;, and an output gate o,. At each time step,
it can choose to read, write or reset the memory cell through
the three gates. This strategy allows LSTM to memorize and
to access information many time steps ago.

B. Temporal Modeling Networks for Different Modalities

Different input modalities have different forms and dimen-
sions. For example, RGB frame is usually represented by high
dimensional features, which contains human and background
together, while the skeleton only contains dozens of high-
level 3D human representation points. Thus, we design dif-
ferent temporal modeling networks for different modalities
to learn spatial and temporal action representations in bot-
tom layers of the network. Specifically, RGB data (i.e. raw
RGB frame or optical flow between neighbor frames) is
fed into a classic convolutional network (e.g. VGG [71]
and Inception-BN [72]) to extract high-level semantic fea-
tures. For the skeleton data, we propose a specific Motion
Inspecting layer to incorporate short-term dynamics into raw
skeleton points. Specifically, the module of feature extrac-
tion is followed by three LSTM layers and three non-linear
fully-connected (FC) layers, which enables our model to
handle long-term dynamics modeling with powerful learning
capability.

1) Deep Convolutional Network for RGB Data: Deep Con-
volutional Networks come with great modeling capacity of
learning discriminative representation from raw visual data.
In our model, we also exploit convolutional networks to extract
frame-wise spatial and temporal information from RGB data.
Similar to the two-stream ConvNets [39] for action recogni-
tion, we study two kinds of the input RGB modalities, namely
raw RGB frame and optical flow fields. A single RGB frame
usually encodes static appearance at a specific time while the
optical flow field focuses on capturing the motion information
between two adjacent frames. After being fed into classic deep
convolutional networks, both modalities can be represented
as high-level semantic features in the top layers of deep
convolutional networks (e.g. the flatten layer of Inception-
BN [72] network). Then, a followed stacked LSTM network
is responsible for extracting long-term dynamics based on the
representative features from convolutional networks. Thus, this
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Fig. 4. The structure of the Motion Inspecting (MI) layer, where x; and y;
correspond to the input and output data at time i.

convolutional LSTM structure can successfully extract both
spatial structure and temporal dynamics.

2) Motion Inspecting Layer for Skeleton Data: Existing
skeleton-based deep methods [19], [20], [30] only feed loca-
tion information to the neural networks for action recogni-
tion or detection. However, in this way, it is difficult for the
networks to automatically learn the high order information that
encodes movements compactly. For example, the velocity and
acceleration of each joint are effective discriminative statistics
for action recognition. More specifically, the direction of the
velocity at the joint helps distinguish the actions like pushing
vs. pulling. And in the case of punching vs. pushing, where
the joints share similar velocities, their accelerations further
help differentiate one from the other.

Following the motivations described above, we introduce the
Motion Inspecting (MI) layer to explicitly capture these high
order derivatives, which largely boost the learning capacity
of the whole model. It effectively extracts these derivatives
for augmentation automatically and can be implemented by a
temporal convolutional operator, which executes convolutions
over the time steps. Furthermore, the involvement of high
order information can finally influence the learning from the
raw material and force the model to learn the velocity related
features.

Specifically, for a given skeleton sequence {x;}, we have
a kernel k € R as the learning parameters to extracts
high order derivatives. The output y; of this layer can be
calculated as

ks—1
yi = Z (xi—j - kj), (5)
j=0
where ks is the kernel size. An example of MI layer with
kernel size 3 is shown in Fig. 4.

In our experiments, we stack two convolution operations for
further utilizing the input data and extracting richer statistics
as shown in Fig. 1. This kind of production will generate a
local measurement of the movement. We use zero-padding,
to fill the remaining spaces at the beginning of the time
where the product is invalid with zeros to align the temporal
dimension. The MI layers, which focus on the short-term
dynamics modeling, are then combined with the LSTM layers
to construct the whole temporal modeling network for the
skeleton branch.

C. Subnetwork for Classification Task

In the training, we first train a classification subnetwork
together with the corresponding temporal modeling layers for
frame-wise action recognition. The structure of this classifica-
tion subnetwork is also shown in Fig. 1. The frame for each
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Fig. 5. Tllustration of the confidence values around the start point and end
point, which follows Gaussian-like curves with the confidence value 1 at the
start and end point. (This figure is best viewed in color.)

modality first goes through the temporal modeling network,
which is responsible for modeling the spatial structure and
temporal dynamics. Then, a fully-connected layer FC1 and a
SoftMax layer are added for the classification of the current
frame. The output of the SoftMax layer is the probability
distribution of the action classes y,. Following the problem
formulation as described in Sec. III, the objective function of
this classification task is to minimize the cross-entropy loss
function

N—

—

1

M
Lo(V)= =5 2 D zxln PGuklvo, .00, (6)

1=0 k=0
where z; x corresponds to the ground-truth label of frame v; for
class k, z; x = 1 means that the ground-truth class is the k-th
class, and P (y; k|vo, ..., v;) denotes the estimated probability
of being the k-th action class of the frame v;.

We train this network with Back Propagation Through
Time (BPTT) [73] and use stochastic gradient descent with
momentum to compute derivatives of the objective function
with respect to all parameters. To prevent over-fitting, we uti-
lize the dropout in three fully-connected layers.

D. Joint Classification and Regression

We fine-tune this network on the initialized classification
model by jointly optimizing the classification and regression.
Inspired by Joint Classification-Regression models used in
Random Forest [74], [75] for other tasks (e.g. segmenta-
tion [74] and object detection [75]), we propose our joint
learning to simultaneously make frame-wise classification,
localize the start and end time points of actions, and to forecast
them.

We define a confidence factor for each frame to measure
the possibility of the current frame to be the start or end
points of some actions. To better localize the start or end
point, we use a Gaussian-like curve to describe the confidence,
which centralizes at the actual start (or end) point as illustrated
in Fig. 5. Taking the start point as an example, the confidence
of the frame v, with respect to the start point of action j is
defined as

¢} = e T ™

where s; is the start point of the nearest (along time) action j
to the frame v;, and ¢ is the parameter to control the shape
of the confidence curve. Note that at the start point time, i.e.,
t = sj, the confidence value is 1. Similarly, we denote the
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confidence of being the end point of one action as cf. For the
Gaussian-like curve, a lower confidence value suggests that
the current frame has a larger distance to the start point and
the peak point indicates the start point.

Such a design models the localization of start and end
points into a soft formulation, preserves compatibility to the
original localization problem and makes it possible to forecast.
For localization, the start/end points are detected by checking
the regressed peak points. For forecasting, the start (or end)
of actions is acquired according to the current confidence
response. We set a confidence threshold 6 (or 6,) according
to the sensitivity requirement of the system to predict the start
(or end) point. When the current confidence value is larger than
0 (or 6,), we consider that one action may start (or end) soon.
Generally, a larger threshold corresponds to a later response
but a more accurate forecast.

Using the confidence as the target value, we include this
regression problem as another task in our RNN model,
as shown in the bottom part of Fig. 1. This regression
subnetwork consists of a non-linear fully-connected layer FC2,
a Soft Selector layer, and a non-linear fully-connected layer
FC3. Since we regress one type of confidence values for all the
start points of different actions, we need to use the output of
the action classification to guide the regression task. Therefore,
we design a Soft Selector module to generate more specific
features by fusing the output of SoftMax layer that describes
the probabilities of classification together with the output of
the FC2 layer.

We achieve that by using class specific element-wise mul-
tiplication of the outputs of SoftMax and FC2 layer. The
information from the SoftMax layer for the classification
task plays the role of class-based feature selection over the
output features of FC2 for the regression task. A simplified
illustration about the Soft Selector model is shown in Fig. 6.
Assume that we have five action classes and the dimension
of the FC2 layer output is reshaped to 7x5. The vector
(marked by circles) with the dimension of 5 from the SoftMax
output denotes the probabilities of the current frame belonging
to five classes respectively. Element-wise multiplication is
performed for each row of features. Then, integrating the
SoftMax output plays the role of feature selection for different
classes.

The final objective function of the Joint Classification-
Regression is formulated as

LV) = Lc(V)+ AL (V)

| Nl M
N Z [(zzt,k In P (y,klvo, - ~«Dt))
t=0 k

=0

vy (f(cf, P+ (et pf>)} ®)

where p and p; are the predicted confidence values of start
and end points, and A is the weight for the regression task,
¢ is the regression loss function, which is defined as €(x, y) =
(x — y)%. In the training, the overall loss is a summarization
of the loss from each frame v, (0 <t < N). For a frame v,
its loss consists of the classification loss represented by the
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Fig. 6. Soft Selector for the fusion of classification output and features from
FC2. Element-wise multiplication is performed for each row of features (we
only show the first two rows here).

cross-entropy for the M + 1 classes and the regression loss for
identifying the start and end of the nearest action.

We fine-tune this entire network over the initialized clas-
sification model by minimizing the object function of the
joint classification and regression optimization. To enable the
classification result indicating which action will begin soon,
we set the ground-truth label zf’k = 1 in the training where
testart — T <t < tgsiare for all actions, according to the
expected forecast-forward value 7 as defined in Sec. III.
Then, for each frame, the classification output indicates the
impending or ongoing action class while two confidence
outputs show the probability to be the start or end point.
We set the peak positions of confidences to be the predicted
action start (or end) time. Note that since the classification and
regression results of the current frame are correlated with the
current input and the previous memorized information of the
LSTM network, the system does not need explicitly looking
back, which draws a sharp distinction between the proposed
method and sliding window design.

V. EXPERIMENTS

In this section, we evaluate the detection and forecast
performance of the proposed method on two different RGB-D
datasets, including Gaming Action dataset (G3D) [76] and
a new collected online streaming dataset (OAD) proposed
in our previous work [30]. We first adopt several ablation
analysis to verify different components of model design. Then,
we evaluate our proposed method and other compared methods
with different evaluation protocols for action detection and
forecasting, respectively.

A. Evaluation Datasets

Most published RGB-D datasets are generated for the
classification task where actions are already pre-segmented
[77], [78]. For online action detection, besides the video
clips of a given action, we still need the video clips before
the start point and those after the end point as well as the
related timestamps. Many existing action detection datasets
like THUMOSI14 [79] and ActivityNet [80] do not contain
skeleton and depth data, which are not suitable for our multi-
modality setting. Thus, besides using an existing skeleton-
based detection dataset G3D [76], we adopt a new online
streaming dataset [30] that follows similar configurations
to previous action recognition datasets, keeps compatible to
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TABLE III
SUMMARY OF G3D AND OAD DATASETS

Datasets [ G3D [ OAD
Classes 20 10
Action Type Game Actions | Daily Actions
Subjects 10 12
Videos 209 59
Actions per Video 3.0 14.2
Length per Video (frames) 342.6 3269.1
Length per Action (frames) 27.2 355

action detection and serves for the online action detection
problem.

1) Gaming Action Dataset (G3D): The G3D dataset con-
tains 20 gaming actions captured by Kinect, grouped into
seven categories, such as fighting, tennis, golf, tennis, bowling,
FPS and driving. Each category also contains several different
actions, e.g. right punch and left punch for Fighting category.
The actions are performed by actors imitatively in the fixed
shot environment. The various actions with different length
and types make it suitable to evaluate the detection perfor-
mance. At the same time, this dataset is also limited in some
aspects. For example, the number and occurrence order of
actions in the videos are unchanged and some actors seem
motionless in the intervals of different actions, which make the
dataset far away from real-life scenarios. It is also observed
that, there are many RGB frames missing in this dataset. The
missing problem degrades the performance a lot when RGB
data is used.

2) Online Action Detection Dataset (OAD): This is a newly
collected action dataset with long sequences for the online
action detection problem. The dataset is captured using the
Kinect v2 sensor, which collects color images, depth images
and human skeleton joints synchronously. It is shot in a
daily-life indoor environment. Different actors freely perform
10 actions, such as drinking, writing, washing hands. These
daily actions are performed continuously (with idle time)
in a single video. At the same time, different actions may
have various duration length which makes the online action
detection and forecasting more challenging. For example,
opening microwave is a quick action while sweeping is a long-
time action which takes uncertain length. It collects 59 long
video sequences (in total 103,347 frames of 216 minutes).

A summary table of these two datasets is shown in Table III.
Note that since the Kinect v2 sensor is capable of providing
more accurate depth, OAD dataset [30] has more accurate
tracked skeleton positions compared to previous skeleton
datasets. In addition, different from G3D where videos in each
type of category share the same actions, the acting orders and
duration of the actions are arbitrary, which is closer to the real-
life scenarios. At the same time, the average number of actions
per video and the averaged length per video in OAD are also
longer than those in G3D. The length of each sequence is long
up to about 480 seconds and there are variable idle periods
between different actions. These properties and configurations
make OAD meet the requirements of realistic online action
detection from streaming videos.
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B. Parameter Settings and Compared Methods

For the train/test splitting settings, we follow the same
schemes in [30] and [76] for OAD and G3D datasets, respec-
tively. For the skeleton data, normalization processing on each
skeleton frame is performed to be invariant to position, which
is commonly adopted in previous works [20], [30]. Note that
we do not perform sequential downsampling on the temporal
dimension of videos like [19], [20], since we need to localize
accurate start/end points for each action.

1) Network and Parameter Settings: We show the archi-
tecture of our network in Fig. 1. For the bottom temporal
modeling networks, we use a Deep Convolutional Network for
RGB data and a Motion Inspecting layer for the skeleton data.
Similar to [35], we use the Inception-BN [72] structure as the
bottom layers of RGB branch. Specifically, we use the flatten
layer of Inception-BN and then feed it into the LSTM layers.
For the optical flow modality, we discretize optical flow field
into the interval from O to 255 by a linear transformation [35]
to make the range of optical flow to be the same with RGB
images. Then we use the same network structure as that
for RGB frames. Since the scale of two detection datasets
is relatively small to train the large Inception-BN network,
we initialize our network for both RGB and optical flow with
the models in [35], which pre-trained on the UCF-101 [81],
a large action recognition dataset. During training, the weights
before the flatten layer are fixed to prevent over-fitting. For
the skeleton data, the kernel size of the temporal convolution
operators in the MI layer is set as 3.

The number of neurons in the LSTM networks for both
RGB and skeleton are 100, 100, 110, 110, 100, 100 for the six
layers respectively, including three LSTM layers and three FC
layers. The number of neurons in the FC1 layer corresponds to
the number of action classes M + 1 and the number of neurons
in the FC2 layer is set to 10x(M + 1). For the FC3 layer,
there are two neurons corresponding to the start and end
confidences, respectively. The forecast response threshold T
can be set based on the requirement of the applications. In this
paper, we set T = 10 (around one second) for the following
experiments. The parameter ¢ in (7) is set to 5. 4 is defined
to balance the weight of classification and regression tasks in
the final loss function (8). Since the regression task is guided
by the classification task using Soft Selector layer. We first set
J to be O to initialize the classification subnetwork and then
increase it gradually from O to 10 during the fine-tuning of the
entire network. Note that we use the same parameter settings
for both OAD and G3D datasets.

We follow the same dataset split settings in [30] during
training. For OAD dataset, we use 30 sequences for training,
20 sequences for testing and 9 sequences as the validation
set. The 9 long videos are also used for the evaluation of the
running speed. For the G3D dataset, we use the same setting
as used in [76], i.e. 20 videos as training set and 10 videos
for testing for each action category.

2) Compared Methods: To verify the effectiveness of
the proposed MM-MT RNN, we compare several differ-
ent methods on the action detection and forecasting tasks.
First, we have implemented two baselines with the sliding
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window scheme for comparison. (a) SVM-SW. We train
an SVM detector to detect the action with sliding window
design (SW). (b) RNN-SW. The baseline method Deep LSTM
in [20] achieves good results on many skeleton-based action
recognition datasets. We train the classifiers and perform
the detection based on sliding window design. We set the
window size to 10 with the step of 5 for both RNN-SW
and SVM-SW. We experimentally evaluate different window
sizes and find 10 giving relatively good average performance.
We also compare two other methods. (c) JCR-RNN [30]. It is
the model proposed in our previous conference paper [30].
(d) RF+ST [32]. A random forest (RF)-based action detection
method uses spatial-temporal contexts in RFs to improve the
action detection performance with both skeleton and RGB
data. (e) SM-MT RNN. A simplified version of our model
uses only skeleton modality data with the specific network for
skeleton branch. We denote it as Single-Modality Multi-Task
RNN model (SM-MT RNN).

C. Evaluation in Action Detection

In this section, we evaluate the proposed method in action
detection task. First, we introduce the adopted evaluation
criteria for this task. Then, we conduct several ablation
experiments to validate the effectiveness of the multi-modality
design and specific proposed modules. We also compare
the results with several baseline methods on the two action
detection datasets.

1) Evaluation Criteria: We use three different evaluation
protocols to measure the detection results.

o F1-Score. Similar to the protocol used in object detection
from images [82], we define a criterion to determine a
correct detection. A detection is correct when the over-
lapping ratio o between the predicted action interval [
and the ground-truth interval I* exceeds a threshold,
e.g., 60%. o is defined as,

|I N I¥]
o = 5
|1 U I*]

©)

where I N I* denotes the intersection of the predicted
and ground-truth intervals and / U I* denotes their union.
With the above criterion to determine a correct detection,
the F1-Score is defined as,

Precision x Recall
Fl1=2x

Precision + Recall’ (10)
e SL-Score. To evaluate the accuracy of the localiza-
tion of the start point for an action, we define a
Start Localization Score (SL-Score) based on the rel-
ative distance between the predicted and the ground-
truth start time. Suppose that the detector predicts that
an action will start at time ¢ and the corresponding
ground-truth action interval is [fs;qr¢, fena], the score is
calculated as exp{—|t — tsrart|/(tena — tstart)}- For false
positive or false negative samples, the score is set to 0.
e EL-Score. Similarly, the End Localization Score
(EL-Score) is defined based on the relative distance
between the predicted and the ground-truth end time.
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TABLE IV
RESULTS OF USING SKELETON AND 3D POSE ON THE OAD DATASET

Input [ F1- [ SL- | EL-
RGB 0.578 [ 0.341 [ 0.371
3D Pose | 0.598 | 0.343 | 0.372
Skeleton | 0.694 | 0.475 | 0.495
TABLE V

RESULTS OF COMBINATIONS WITH DIFFERENT
MODALITIES ON THE OAD DATASET

Modality\Scores | F1- | SL- [ EL-
RGB 0.578 | 0.341 | 0.371
Optical Flow 0.704 | 0.472 | 0.489
Skeleton 0.694 | 0.475 | 0.495
RGB + Optical Flow 0.741 | 0.491 | 0.517
RGB + Skeleton 0.692 | 0.442 | 0.470
Optical Flow + Skeleton 0.795 | 0.576 | 0.597
RGB + Optical Flow + Skeleton | 0.785 | 0.561 | 0.577

2) Comparison of Skeleton and Estimated 3D Pose: Com-
pared with 2D RGB image, one of the advantages of skeleton
data is that it contains 3D depth information. Recent 3D pose
estimation works [83], [84] provide another option to extract
3D pose from RGB data. Here we compare the performance
of action detection using skeleton data collected from Kinect
and 3D pose derived from RGB data. We first adopt the
state-of-the-art 3D pose estimation method [83] to extract 3D
pose for OAD dataset. Then, we train the proposed models
on two different inputs using the same network and settings.
We also compare the results with directly using the RGB data.
Table IV shows the results of three input data. We can see
that the results of using 3D pose is slightly better than using
RGB data. It indicates that although 3D pose is derived from
RGB data but its high-level motion representation benefits
action detection task. However, compared with the accurate
skeleton which obtained from Kinect using additional depth
information, the results of using 3D pose are more inferior
than using skeleton data.

3) Combination of Different Modalities: Since our model
supports different kinds of modalities as the input, we investi-
gate the performance of these modalities and their combination
on the OAD dataset. In the testing phrase, we fuse the results
from different modality branches by averaging the scores.
From Table V it is found that: (i) For single modality model,
Optical Flow and Skeleton networks achieve similar perfor-
mance (0.704 vs. 0.694 F'1-Score) on the OAD dataset while
the results of RGB network (0.578 F1-Score) are relatively
worse. Such a result demonstrates that motion information is
the key factor for human action detection. (ii) Most modality
combinations boost the detection performance over the single
modality model. For example, combining RGB and optical
flow achieves 0.741 F1-Score and fusion of optical flow
and skeleton improves the performance to 0.795. It reflects
that different modalities provide complementary information
for the action detection task. (iii) Combining all of three
modalities leads to the F'1-Score of 0.785, which is slightly
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TABLE VI
RESULTS WITH AND WITHOUT MOTION INSPECTING (MI) LAYER

Methods\Scores [ F1- [ SL- [ EL-
Skeleton w/o MI 0.653 | 0.418 | 0.443
Skeleton with MI 0.694 | 0.475 | 0.495
Optical Flow + Skeleton w/o MI | 0.769 | 0.540 | 0.570
Optical Flow + Skeleton with MI | 0.795 | 0.576 | 0.597

TABLE VII
RESULTS WITH AND WITHOUT SOFT SELECTOR (SS) LAYER

Methods\Scores [ F1- [ SL- [ EL-
Skeleton w/o SS 0.621 | 0.389 | 0.412
Skeleton with SS 0.694 | 0.475 | 0.495
Optical Flow + Skeleton w/o SS | 0.761 | 0.530 | 0.560
Optical Flow + Skeleton with SS | 0.795 | 0.576 | 0.597

TABLE VIII
RESULTS WITH AND WITHOUT LSTM SUBNETWORK

Methods\Scores [ F1- [ SL- [ EL-
Skeleton w/o LSTM 0.435 | 0.233 | 0.228
Skeleton with LSTM 0.694 | 0.475 | 0.495
Optical Flow w/o LSTM 0.569 | 0.287 | 0.325
Optical Flow with LSTM 0.704 | 0.472 | 0.489
Optical Flow + Skeleton w/o LSTM | 0.617 | 0.342 | 0.370
Optical Flow + Skeleton with LSTM | 0.795 | 0.576 | 0.597

lower than the result of combining optical flow and skeleton.
This result demonstrates that, the combination of optical flow
and skeleton brings about more compact and effective features.
Thus, in the following experiments, we select the results of
combining optical flow and skeleton for multiple modalities
model.

4) Effectiveness of Motion Inspecting Layer and Soft Selec-
tor Layer: As the Motion Inspecting (MI) and Soft Selec-
tor (SS) layers play an important role in our model, we perform
ablation analysis to verify their effectiveness, respectively.
To evaluate the influence of the MI layer, we implement a
simplified version of our method by removing the MI layer
of the skeleton network and directly feed the raw skeleton
data into the LSTM layers. Table VI illustrates the F1-,
SL- and E L-Scores of models with and without the MI layer.
It is observed that the incorporation of the MI layer brings
about significant improvement.

Analogously, we implement a model removing the Soft
Selector (SS) module in our networks to verify the function-
ality of the SS layer and directly linking FC2 and FC3 layers.
Table VII compares our method with and without SS layer on
the OAD Dataset. Note that we use the same parameters for
two settings. The results show that the SS layer consistently
improves the final results for both skeleton and multi-modality
models.

5) Effectiveness of LSTM Subnetwork: The stacked LSTM
subnetwork is responsible for extracting temporal dynamics
based on the previous representative features from the con-
volutional network or Motional Inspecting layer. To validate
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TABLE IX
F1-SCORE FOR INDIVIDUAL ACTIONS ON THE OAD DATASET

Actions SVM-SW | RNN-SW [20] [ JCR-RNN [30] [ RF+ST [32] [ SM-MT RNN | MM-MT RNN
drinking 0.146 0.441 0.574 0.517 0.761 0.538
eating 0.465 0.550 0.523 0.645 0.625 0.658
writing 0.645 0.859 0.822 0.803 0.823 0.892
opening cupboard 0.308 0.321 0.495 0.555 0.575 0.643
washing hands 0.562 0.668 0.718 0.860 0.705 0.800
opening microwave 0.607 0.665 0.703 0.610 0.655 0.780
sweeping 0.461 0.590 0.643 0.437 0.576 0.882
gargling 0.437 0.550 0.623 0.722 0.598 0.658
throwing trash 0.554 0.674 0.459 0.688 0.516 0.748
wiping 0.857 0.747 0.780 0.977 0.771 0.943
Overall 0.540 0.600 0.653 0.672 0.694 0.795

TABLE X

RESULTS OF DIFFERENT METHODS ON THE OAD DATASET

Methods\Scores l F1- l SL- l EL-
SVM-SW 0.540 | 0.316 | 0.325
RNN-SW [20] 0.600 | 0.366 | 0.376
JCR-RNN [30] 0.653 | 0.418 | 0.443
SM-MT RNN (skeleton) 0.694 | 0.475 | 0.495
RF+ST [32] 0.672 | 0.445 | 0.432
MM-ST RNN (skeleton + optical flow) | 0.748 | 0.515 | 0.522
MM-MT RNN (skeleton + optical flow) | 0.795 | 0.576 | 0.597

the effectiveness of LSTM module in temporal modeling,
we also conduct an ablation experiment to compare with
a framewise method by replacing LSTM layers with fully-
connected layers. The results are shown in Table VIII. We can
see that the proposed method achieves better results for all
skeleton, flow and multi-modality models. This demonstrates
that LSTM module could capture effective temporal dynamics
which benefits the final action recognition and detection.

6) Detection Performance Comparisons: Table X shows the
F1-, SL- and EL-Scores of our method and other compared
methods on the OAD dataset. Methods in the top part of
the Table X use only skeleton data while methods in the
bottom use both skeleton and RGB data. From Table X,
we observe: (i) Our single modality model SM-MT RNN
achieves the best performance among all the models using
only skeleton data. It is demonstrated that our RNN-based
architecture is more efficient than the classical sliding window
scheme, and the Motion Inspecting Layer successfully captures
the dynamics of skeleton data. (ii) Our multi-modality models
improve the detection performance over all single modality
models and achieve better results than the random forest
method RF+ST [32] in the same setting. (iii) The MM-MT
RNN further improves over the MM-ST RNN (Multi-Modality
Single-Task RNN), which only aims at classification without
considering regression. It reveals that incorporating the regres-
sion task into the network and jointly optimizing classification-
regression both boost the localization and the detection
accuracy.

We also show the results of each action class and the average
F1-Score of all actions on the OAD Dataset in Table IX.

It is seen that, the proposed scheme achieves the best detection
accuracy in most action classes and gets the highest overall
score.

For the G3D dataset, we evaluate the performance in terms
of three types of scores for seven categories of sequences with
different modalities in Table XI. Note that due to the low
quality of the RGB data in G3D dataset (many missing RGB
frames), the results of RGB and Optical Flow is much worse
than the results of skeleton in most cases. This also affects the
final combination results.

In the Table XII and XIII, we compare our methods using
only skeleton data with other methods. The results are
consistent with those on the OAD dataset. We also compare
these methods in Table XIV using the evaluation metric action-
based F'1 as defined in [76], which treats the detection of
an action as correct when the predicted start point is within
4 frames of the ground-truth start point for that action. Note
that the action-based F'1 only considers the accuracy of the
start point. The method in [76] uses a traditional boosting
algorithm [85] and its scores are significantly lower than other
methods.

D. Evaluation in Action Forecast

In this section, we show the evaluation results of the pro-
posed methods on action forecast task. We first introduce the
evaluation criteria and compared forecasting baseline meth-
ods. Then we illustrate the forecast performance of different
methods.

1) Evaluation Criteria: As explained in Section III, the sys-
tem is expected to forecast whether the action will start or end
within 7' frames prior to its occurrence. To be considered
as a true positive start forecast, the forecast should not only
predict the impending action class, but also do that within a
reasonable interval, i.e., [#start — T, tstar] fOr an action starting
at fg;qr¢. This rule is also applied to the end forecast. We use
the Precision-Recall Curve to evaluate the performance of
action forecast methods. Note that both precision and recall
are calculated on the frame-level for all frames.

2) Compared Methods: We use a simple strategy [30] to
forecast for some detection baseline methods. For SVM-SW,
RNN-SW, they output the probability g, ; for each action
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TABLE XI
F1-SCORE ON THE G3D DATASET WITH DIFFERENT MODALITIES

Modality\ Action Category Fighting | Golf | Tennis | Bowling | FPS | Driving | Misc
RGB 0.489 1.000 | 0.560 0.703 0.589 1.000 0.910
Optical Flow 0.614 1.000 | 0.629 0.889 0.903 1.000 0.951
Skeleton 0.860 1.000 | 0.829 1.000 0.627 1.000 0.986
Optical Flow + Skeleton 0.639 1.000 | 0.772 0.667 0.703 1.000 0.967
RGB + Optical Flow + Skeleton 0.695 1.000 | 0.785 0.629 0.635 1.000 0.952
TABLE XII
F1-SCORE ON THE G3D DATASET SVM-SW
RNN-SW
JCR-RNN
Action SVM RNN JCR SM-MT SM-MT-RNN
Category | -SW | -SW [20] | RNN [30] RNN s MM-MT-RNN
Fighting | 0.486 | 0.613 0.735 0.860 B
Golf 0.680 0.745 0.967 1.000 g
Tennis 0.598 0.480 0.788 0.829
Bowling | 0.667 0.889 1.000 1.000
FPS 0.571 0.581 0.523 0.627
Driving | 1.000 | 1.000 1.000 1.000 ol - = o - &
Misc | 0.712 | 0.742 0.862 0.986 Recall
(@
1.0
TABLE XIII — SVM-SW
SL- AND EL-SCORES ON THE G3D DATASET N — RNN-SW
— JCR-RNN
_ — SM-MT-RNN
Action Scores SVM RNN JCR SM-MT oo —  MM-MT-RNN
Category -SW | -SW [20] | RNN [30] RNN :g
[9)
- g
Fighting SL 0.318 0.412 0.528 0.635 & oa
EL- 0.328 0.419 0.557 0.723
Golf SL- | 0553 ] 0.635 0.793 0.846 s
EL- | 0.524 0.656 0.836 0.867
Tennis SL- 0.444 0.338 0.665 0.666 00
EL- | 0460 | 0333 0.667 0.675 o * * recall o .
. SL- 0.612 0.777 0.959 0.869 b
Bowling (b)
EL- 0.550 0.713 0.861 0.809
Fig. 7. The Precision-Recall curves of the start and end time forecast b,
SL- | 0351 0.388 0.311 0.402 g y
FPS BL 0353 0393 0327 0.431 different methods on the OAD dataset. Overall MM-MT RNN achieves the
- : : : . best performance. This figure is best viewed in color. (a) Forecast of start.
Driving SL- | 0991 | 0.983 0.955 0.929 (b) Forecast of end.
EL- 0.975 0.975 0.975 0.954
Misc SL- 0.487 0.593 0.614 0.815
EL- | 0315 0.612 0.766 0.928 Similarly, during an ongoing period of the action of class j,
when the probability g;,; is smaller than another threshold f,,
TABLE XIV we consider this action to end soon.

ACTION-BASED F1 [76] ON THE G3D DATASET

Action G3D | SVM RNN JCR SM-MT

Category | [77] -SW | -SW [20] | RNN [30] RNN
Fighting | 58.54 | 76.72 83.28 96.18 96.00
Golf 11.88 | 45.00 55.00 70.00 76.67
Tennis 14.85 | 37.57 36.68 62.38 70.48
Bowling | 31.58 | 22.22 44.44 66.67 44.44
FPS 13.65 | 35.35 39.89 33.85 43.37
Driving 2.50 | 39.99 50.00 50.00 50.00

Misc 18.13 | 53.32 65.24 86.19 81.90

class j at each time step ¢. At time 7, when the probability
q,j of action class j is larger than a predefined threshold
s, we consider that the action of class j will start soon.

3) Forecast Performance: The peak point of the regressed
confidence curve is considered as the start/end point in the
test. We set a confidence threshold 6 (or 6,) according
to the sensitivity requirement of the system to predict the
start (or end) point. When the current confidence value is
higher than #; but ahead of the peak, this frame forecasts
the start of an action. By adjusting the confidence thresholds
6, and 0,, we draw the Precision-Recall curves for our method.
Similarly, we define the confidence thresholds g and f.
and draw the curves for the detection baselines by adjusting
ps and f.. As shown in Fig. 7, the performance of the
detection baselines (SVM-SW and RNN-SW) is significantly
inferior to our methods. The result suggests that only using the
traditional detection probability is not enough for forecasting.
One important reason is that the frames before the start time
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Fig. 8. Confusion Matrix of start forecast on the OAD dataset. Vertical axis:
ground-truth class; Horizontal axis: predicted class.

are simply treated as background samples in the baselines but
actually they contain evidences. While in our regression task,
we deal with these frames using different confidence values
to guide the network to explore the hidden starting or ending
patterns of actions. In addition, our method also achieves
better performance over JCR-RNN, which demonstrates the
effectiveness of our multiple modalities fusion and the design
of our network architecture. We also note that the forecast
precision of all the methods is not very high even though our
method is much better. It is because the forecast problem itself
is very difficult. For example, when a person is writing on the
board, it is difficult to forecast whether he will finish writing
soon.

Fig. 8 shows the confusion matrix of the start forecast by
our proposed method. This confusion matrix represents the
relationships between the predicted start action class and the
ground-truth class. The shown confusion matrix is obtained
by averaging among all test videos when the recall rate equals
to 40%. Although there are some missed or wrong forecasts,
most of the forecasts are correct. In addition, there are a few
interesting observations. (i) The action eating and drinking
may have similar poses before they start. (ii) Action gargling
and washing hands are also easy to be mixed up when
forecasting, since these two actions both need to turn on the
tap before starting.

E. Comparison of Running Speeds

We compare the running speeds of different methods.
Table XV shows the average running time on nine long
sequences, which has 3200 frames on average. For a fair
comparison, all the methods are running on the CPU (except
7.41s in the brackets for MM-MT RNN is measured on a
single TitanX GPU). SVM-SW is the fastest because of its
compact model compared with the deep learning methods.
The RNN-SW runs slower than our methods due to its sliding
window design. It is noticed that the running speed for the
action detection based on only skeleton input is rather fast,
being 1145fps for the SM-MT RNN approach. It is because
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TABLE XV
AVERAGE RUNNING TIME (SECONDS PER SEQUENCE)

SVM-SW|RNN-SW [20]{JCR-RNN [30]|SM-MT RNN|MM-MT RNN
1.05 3.14 2.60 2.79 1403.95 (7.41)

of the low dimension of skeleton (25 x 3 = 75 for each
frame) compared with RGB input. It makes the skeleton based
online action detection much more attractive for real-time
applications. At the same time, although incorporating RGB
data (MM-MT RNN) increases the computational complexity
due to the high dimension of RGB frames, it improves the
detection and forecasting performance a lot. Note that the
running time can also be reduced a lot for MM-MT RNN with
a GPU. Thus, our method provides users an option to make a
trade-off between whether to combine RGB data or not.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose a Multi-Modality Multi-Task
Recurrent Neural Network to recognize the action type and
better localize the start and end points on the fly. We first
design different temporal modeling networks for different
modalities, e.g., a deep Convolutional network for RGB data
and a Motion Inspecting network for skeleton data. Then
we leverage the merits of the deep LSTM network to cap-
ture the complex long-range temporal dynamics without the
conventional sliding window design. The multi-task objective
function helps classify and localize the start and end time
of actions more accurately. At the same time, incorporating
the regression task network, our joint classification-regression
model is capable of forecasting the occurrence of actions
in advance. Experiments on two datasets demonstrate the
effectiveness of the proposed method.

Although fusing different modalities in an end-to-end deep
network to capture temporal dynamics of actions, our frame-
work does not pay attention to describing human-object
interactions explicitly, which may lead to missing the great
potential to model and differentiate some similar actions from
microscopic side. Therefore, one promising future direction
is to extract human-object interaction information features
into our model to further improve the detection and forecast
performance.
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