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Background

n Mix up & Cut Mix
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Background

n Resize Mix
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Background

n Puzzle Mix
n Maximally utilize the saliency information

14



Background

n FMix
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Background

n TransMix
n Attention-guided for ViTs
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Background

n Why Mix effective？

n Data-dependent regulazation

n Label smoothing
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n Motivation:
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n Motivation:
n How to design an accurate mixing policy to benefit the mixup 

classification objective?         Label Mismatch Issue

n How to solve generation-classification optimization problems 
efficiently?
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n Overview
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n Mixup policy for input 

n Mixup policy for label

 

n Optimization objective:
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n Generate the pixel-level mask and obtain the mixed data
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n Generate the pixel-level mask and obtain the mixed data
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n Generate the pixel-level mask and obtain the mixed data

n Objective for 
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n A trick for training

n Direct optimizing the two sub-tasks leads to gradient entanglement 

problem
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n A trick for training

n To this end, Momentum Pipeline are proposed for bi-level optimization

n Inspired by the self-supervised learning
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Experiments

n Quality of the proposed method
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Experiments

n Classification
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Discussion
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n Review the proposed AutoMix framework
n Optimize both the mixed sample generation task and the mixup 

classification task in a momentum training pipeline.

n Without adding cost to inference, AutoMix can generate various 

masks adaptively.
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Thanks!
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