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Backbone development

•   MLP->CNN->Transformer->MLP?
• 21年
12月: “图像识别也是Transformer最强(ViT)”
2月: “Transformer is All you Need”
3月: “Attention is not All you Need”
5月: “在MLP上的ViT并(MLPmixer)”
5月: “Convolution比Transformer强”

5月: “在MLP上加个门，跨越Transformer (Pay Attention to MLPs)”
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CNN

•   LeNet-5
• Convolution & pooling 
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LeCun, Yann, et al. "Gradient-based learning applied to document recognition.“ 1998. cite 52538.



Attention
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Transformer in NLP
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Ashish et al. Attention is all you need. NIPS 2017. 

N encoder layers and N decoder 

layers together form the transformer.

Several point:

- (Self-/Cross-) attention 

- Feed forward

- Residual connection & norm

- Positional encoding



Vision Transformer
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Alexey et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. ICLR 2021. cite 12042. 



Vision Transformer
• JFT: 300M images
• ImageNet 21k: 14M images
• ImageNet: 1.3M images
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Vision Transformer

• ViT needs large dataset. 
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MLP-Mixer

• Remove attention in ViT but keep the structure.
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Tolstikhin et al. MLP-Mixer: An all-MLP Architecture for Vision. NIPS 2021. cite 890. 



MLP-Mixer

• Sell point: the throughput, 
perform kind of well on 
large dataset.
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Metaformer

• Attention-based module can 
be replaced by spatial MLPs 

• General architecture of the 
Transformers is essential
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Metaformer

• Replace module with Average Pooling
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Metaformer

• Reduce computation notably
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COCs

• What is an image and how to extract latent features?
• CNN: organized pixels in rectangular shape, convolutional 

operation in local region
• ViTs: a sequence of patches, attention mechanism in a global 

range
• CoCs: a set of unorganized points, simplified clustering 

algorithm
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COCs

• Context cluster
• Each pixel as a 5-dimensional 

data point with the information 
of color and position

• Convert image to a set of 
point clouds, utilize 
methodologies from point 
cloud analysis
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COCs
• Group a set of unorganized data points
• Communicate the points within clusters. 
• Applied MLP block
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COCs
• Context Cluster architecture with four stages, extract deep feature
• Points reducer as down-sampler
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COCs
• Anchors in points reducer block and centers for context 

cluster block
• The center feature value is achieved by averaging its k 

neighbors as blue circle.
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COCs
• Fixed center for cluster, but feature updated, aggregate in 

cluster and assign back.
• Calculation complexity consideration.
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SLIC

• K-means clustering 
method with local 
searching region

• Linear complexity 
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Experiment

• Imagenet-1k 
classification,

• Comparable, 
even better 
some case  

28



Experiment

• Imagenet-1k 
classification  
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Experiment

• Imagenet-1k 
classification  
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Experiment

• Imagenet-1k 
classification  
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下一页有模糊的鸟！



Experiment
•  Visualization of activation map, class activation map, and 

clustering map for ViT-B/16, ResNet50, and our CoC-M
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Experiment

•  3D Point Cloud 
Classification on 
ScanObjectNN

• PointMLP as baseline 
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Experiment

• Detection and segmentation   
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Experiment
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Some unlovely
bird



Experiment

•   Multi heads
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Application

•   
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Conclusion

• Propose a backbone with context cluster and metaformer 
structure

• Show promising performance
• Better interpretability for feature extraction and may support 

irregular input format
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Thanks for your listening!


