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Background

CyCADA

Judy Hoffman, Eric Tzeng, Taesung Park, Jun-Yan Zhu, Phillip Isola, Kate Saenko, Alexei Efros, and Trevor Darrell. 
CyCADA: Cycle-consistent adversarial domain adaptation. In Proc. ICML, 2018.

4



Background

CyCADA

Judy Hoffman, Eric Tzeng, Taesung Park, Jun-Yan Zhu, Phillip Isola, Kate Saenko, Alexei Efros, and Trevor Darrell. 
CyCADA: Cycle-consistent adversarial domain adaptation. In Proc. ICML, 2018.

5



Background

CyCADA

Judy Hoffman, Eric Tzeng, Taesung Park, Jun-Yan Zhu, Phillip Isola, Kate Saenko, Alexei Efros, and Trevor Darrell. 
CyCADA: Cycle-consistent adversarial domain adaptation. In Proc. ICML, 2018.

6



Background

Deep Mahalanobis detector
- Mahalanobis distance：

- Single sample：

- Two samples:

Kimin Lee, Kibok Lee, Honglak Lee, and Jinwoo Shin. A simple unified framework for detecting out-of-distribution
samples and adversarial attacks. In Proc. NeurIPS, 2018.
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 Hypothesis：The features of each layer 
of convolutional neural networks follow a 
multivariate Gaussian distribution
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Background

We can calculate the mean value and the covariance 
matrix of all samples of each category in each convolution 
layer.

For a new sample x, its degree of category confidence:

Kimin Lee, Kibok Lee, Honglak Lee, and Jinwoo Shin. A simple unified framework for detecting out-of-distribution
samples and adversarial attacks. In Proc. NeurIPS, 2018.
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Motivation
Unmanned aerial vehicle (UAV)         Ground-based cameras

Expand the training set         Domain gap

 Wide variety of camera viewing angles
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Motivation
Unmanned aerial vehicle (UAV)         Ground-based cameras

Expand the training set         Domain gap

How to measure accurately the domain gap?

 Wide variety of camera viewing angles
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Method
Softmax-based classifier: representation space
The distribution of each category——multivariate Gaussian distribution.

Sigmoid-based detector: representation space
The distribution of each category——multivariate Gaussian distribution.
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Method
- The representation space of the sigmoid-based detector:

where
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Method
- The domain gap between a new image xnew and Dc:

To mitigate the effect of image size on measuring the domain gap—
—multiple image scales:

where S={128, 256, 384, 512}.
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Method
Progressive Transformation Learning:

-  Transformation candidate selection
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Method
Progressive Transformation Learning:

-  Virtual2Real transformation：
Crop the person region——apply the transformation

-  CycleGAN
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Method
Set update:
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Experiments
Real UAV-based datasets: 

-  VisDrone
-  Okutama Action
-  ICG

Virtual dataset

-  Archangel Synthetic
Metrics

-  AP@.5
-  AP@[.5:.95]
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Experiments
Detector—— RetinaNet
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Thanks For Listening
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