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Background
First, we briefly review Diffusion models.

Diffusion models are a kind of generative models.

Generative models: to build a projection between a known distribution (e.g. 

Gaussian distribution) to an unknown distribution (e.g. natural image distribution).



Background
Diffusion models consist of two processes: forward and reverse.

- forward process:

(1)

- reverse process:

(2)

where

(3)
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Background
Text-to-image diffusion models have achieved great results.

GLIDE (arXiv 2112)
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Text-to-image diffusion models have achieved great results.

DALLE-2 (arXiv 2204)



Background
Text-to-image diffusion models have achieved great results.

Imagen (NIPS 22’)



Background
However, text-to-image diffusion models still have several problems:

- Texts can be less detailed to control the process of generation.

(e.g. to generate a several persons with specific poses.)

- They often fail when generating subjects with strong priors.

(e.g. to generate human hands.)

How to provide additional control during generation?
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Method
Additional controls contain:

Canny edge / Hough line.

Skeleton.

Segmentation maps.

Depth maps.

Different from text embeddings, they 

all have same size to the generated images.



Method
The proposed framework.



Method
To leverage the pre-trained text-to-image models:

Use zero-convolution layers to ensure the outputs of the 

conditioning model are zero at first.

To leverage the character of size:

Use copied main block to extract features with the same size.
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Experiments
Canny edge. 600 GPU hours. (A100 80G)



Experiments
Hough line. 150 GPU hours. (A100 80G)



Experiments
HED boundary. 300 GPU hours. (A100 80G)



Experiments
User sketching. 600+150 GPU hours. (A100 80G)



Experiments
Human pose (Openpifpaf). 400 GPU hours. (RTX 3090Ti)



Experiments
Human pose (Openpose). 300 GPU hours. (A100 80G)



Experiments
Semantic segmentation (COCO). 400 GPU hours. (RTX 3090Ti)



Experiments
Semantic segmentation (ADE20k). 200 GPU hours. (A100 80G)



Experiments
Normal map. 100 GPU hours. (A100 80G)



Experiments
Depth map. 500 GPU hours. (A100 80G)



Experiments
Cartoon line drawings. 300 GPU hours. (A100 80G)



Experiments
Ablation study: comparison between ControlNet and Concatenate.
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