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NIPS 2021

Finding Discriminative Filters for Specific Degradations 

in Blind Super-Resolution

Liangbin Xie, Xintao Wang, Chao Dong, Zhongang Qi, Ying Shan



Integrated Gradients

• How to understand DNN?
• F for model, baseline x’ and the input image x
• Baseline represents “absence of feature”
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• A unified one-branch network achieve comparable performance 
under similar computation budgets for SOTA blind SR methods
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• Open the black box

• Are there any small sub-network existing for a specific degradation?
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• Filter Attribution Integrated Gradients (FAIG)

• Instead of focusing on image, attribute on network parameters
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L(θ, x) measures the distance between the network output and the ground-
truth

Let γ(α), α ∈ [0, 1] be a continuous path between the baseline model and 
the target model, satisfying γ(1) = 𝜃, γ(0) = 𝜃, input image x
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the ith dimension (i.e., different network parameters) of the FAIG could be 
defined as
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Baseline model:

1. Represent the ‘absence’ of the desired function

2. The output should also be an image with the same content as the input

3. Better to locate in a smaller neighborhood around the target model

First train a common SR model, finetune for blur and noise tasks
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Problem: 

1. The discovered filters do not guarantee to be only responsible for this 
degradation

2. Calculated for a single input image, influenced by image content



FAIG

21

Predict the degradation of an input image



Experiment

22

Compare the performance drop with other methods
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Compare the performance drop with other methods
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Results of re-training baseline models with 1% filters for deblurring and 
denoising
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Results of re-training baseline models with 1% filters for deblurring and 
denoising
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• Visualization of convolution filters in UM 
for Rain-Noise-Blur and IM for Rain, 
where IM was fine-tuned from UM\

• Only a small number of filters changed
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• the baseline model is the unified model trained for all degradations 

• the target model for the specific degradation d is constructed by fine-tuning

the baseline model.
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• the baseline model is the unified model trained for all degradations 

• the target model for the specific degradation d is constructed by fine-tuning

the baseline model.

the adaptive network kernel 𝜃$%& is defined as follows

𝐶 is the predicted degradation type where the sum of all �̂�% is 1 and each*𝑐% is 
in between 0 and 1
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• Quantitative performance comparison on the Rain-Blur-Noise test dataset
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• Quantitative performance comparison on the Rain-Snow-Hazy test dataset



Experiment

34

• Visualization of representations 
for degradation types
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• Real data



Conclusion
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• Introduce FAIG, a method to attribute performance on network

• The application on multi-degradation tasks
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Thanks for your listening!


