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• Setting: semi-supervised, where a first-frame annotation is provided by the user, and the method 
segments objects in all other frames as accurately as possible while preferably running in real-
time, online, and while having a small memory footprint even when processing long videos.

Video object segmentation (VOS)

XMem: Long-Term Video Object Segmentation with an Atkinson-Shiffrin Memory Model. Ho Kei Cheng and Alexander G. Schwing
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•
Video object segmentation (VOS)

XMem: Long-Term Video Object Segmentation with an Atkinson-Shiffrin Memory Model. Ho Kei Cheng and Alexander G. Schwing
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• Formulation
• image segmentation model 
• temporal propagation model

(XMem as a propagation backbone)
• represent a segmentation as a set of non-

overlapping per-object binary segments

• Bi-Directional Propagation
• In-clip consensus
• Merging Propagation of Consensus
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In-clip consensus (Formulation)
• Input a set of n frames

• Output a denoised consensus  

• 3 steps: Spatial Alignment
Representation
Integer Programming
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In-clip consensus (Spatial Alignment)
• re-use temporal propagation model

In-clip consensus (Representation)



Method
In-clip consensus (Integer Programming.)
• two criteria: 

• the process equals to:
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Method
In-clip consensus (Integer Programming.)
• understanding 

• support for proposal

• do not select if overlap
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Merging Propagation and Consensus
• propagation and consensus (past and future) 

• do not eliminate 

• maximizing association Iou

• segment deletion
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• Comparison with end-to-end

• Pretrained on COCO panoptic dataset, fine-tuned on VIPSeg
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• In open-world video segmentation dataset BURST
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• Referring video segmentation takes a text description of an object as input and segments the 
target object. 
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• Unsupervised video segmentation. 

• DAVIS-16(single-object) and DAVIS-17(multi-object).



Experiments
• Different hyperparameters
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Experiments
• bi-directional propagation
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- Using decoupled video segmentation that leverages external data, 
generalize better and able to incorporate existing universal 
segmentation models (like SAM)

- bi-directional propagation that denoises image segmentations and 
merges image segmentations with temporally propagated 
segmentations gracefully



Thanks for your listening!
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