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Imagen

Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding (NeurIPS-22)
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Task: “personalize” text-to-image diffusion models 
           Subject-driven generation
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Problems of naive fine-tuning
• Overfit to both the context and the appearance of the subject
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Problems of naive fine-tuning
• Overfit to both the context and the appearance of the subject


• Probable solutions: regularization, selectively fine-tuning certain parts


• Uncertainty on which layers to fine-tune


• Best results are achieved by fine-tuning all layers
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Problems of naive fine-tuning
• Language drif: forgets how to generate subjects of the same class

19



Class-specific Prior Preservation Loss
• Solution: set the input text to be  “a sks dog”


• [identifier] = “unique”/“special” → existing English words have prior. 
Need to disentangle original meaning and the target subject.


• [identifier] = rare identifier (e.g. “xxy5syt00”) → tokenize each letter 
separately


• [identifier] = rare-token identifier  “sks” → good
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Class-specific Prior Preservation Loss
• Class-specific prior


• New loss function:


• ~200 epochs at learning rate 10-5 with λ = 1


• ~200 N “a dog” samples are generated. N is the size of the subject 
dataset (about 3-5)


• ~15 minutes on one TPUv4.
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Imagen:  64×64 → 256 × 256

               256 × 256 → 1024 × 1024
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Reduce the level of noise augmentation from 10-3 to 10-5 during fine-tuning of the 256×256 SR model.
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Experimental Results 
On Recontextualization
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Experimental Results 
On Recontextualization
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Experimental Results 
On Art Renditions

“a painting of a [V] [class noun] in the style of [famous painter]” or “a statue of a [V] [class noun] in the style of [famous sculptor]”
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Experimental Results 
On Expression Manipulation
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Experimental Results 
On Novel View Synthesis
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Experimental Results 
On Accessorization

“a [V] [class noun] wearing [accessory]”
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Experimental Results 
On Property Modification
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Ablation Studies 
On Class-Prior Ablation
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Comparisons
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Comparisons

“retro style 
yellow alarm 
clock with a 
white clock 
face and a 

yellow 
number three 
on the right 
part of the 
clock face”
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Limitation
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Conclusion
• A new problem: subject-driven generation.


• A new technique for fine-tuning text-to-image diffusion models in a few-
shot setting, while preserving the model’s semantic knowledge on the 
class of the subject.

35


