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Background—global-level T2I control4

“a running dog” “giant deer”

T2I diffusion model Spatial control by ControlNet 

Lacking the ability of instance-level control !



Background—instance-level T2I control5

Preview of instance-level control effect of InstanceDiffusion
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CVPR 2023
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Background—BoxDiff13

ICCV 2023
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Background—DenseDiffusion15

ICCV 2023
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Second Author

Prof. Darrell is on the faculty of the CS and EE Divisions of the EECS Department at UC Berkeley.

He received the S.M., and PhD. degrees from MIT in 1992 and 1996, respectively, and obtained 
hisB.S.E. degree from the University of Pennsylvania in 1988.
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Method—functionalities25

Diverse Instance Attributes and Locations 



Method—functionalities26

Dense small objects



Method—functionalities27

Various Location Conditions (box, mask, scribble, point) 



Method—contributions28

Contributions:

• propose and study instance-conditioned image generation that allows flexible 
location and attribute specification for multiple instances. 

• propose UniFusion which projects various forms of instance level conditions 
into the same feature space to enable multiple control formats.

• propose ScaleU to further improve generation quality.

• propose Multi-instance Sampler, which reduces information leakage 
between multiple instances. 

• a dataset with instance-level captions and a new set of evaluation 
benchmarks and metrics for measuring the performance of location 
grounded image generation. 



Method—problem definition29

Image generation model:

Global text caption

per-instance conditions containing 
caption �� and location �� for � instances



Method—UniFusion30

In additon to a global text prompt, InstanceDiffusion allows for paired instance-
level prompts and their locations to be specified when generating images. 



Method—UniFusion31

UniFusion projects various forms of instance-level conditions into the same 
feature space. 



Method—UniFusion32

Convert the four location formats—masks, boxes, scribbles, single 
point—into 2D points:

• A scribble is converted into a set of uniformly sampled 
points along the curve. 

• A bounding box is parameterized by its top-left and 
bottom-right corners. 

• For instance masks, we convert them into a set of points 
sampled from within the mask and from boundary polygons. 



Method—UniFusion33

CLIP text encoder Fourier mapping 



Method—UniFusion34



Method—ScaleU35

Skip features

Backbone features

�′� = �� ⊗ (tanh (�� + 1 

�′� = ����(���(�� ⊗ � 

�(� = tanh (�� + 1  �� � < ��ℎ���ℎ ��ℎ������ 1



Method—Multi-instance Sampler36

To further minimize the information leakage across multiple instance conditionings, 
Multi-instance Sampler is proposed and adopted during model inference which 
improves the quality and fidelity of the generated image. 
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Experiment—data collection38

Construct instance-level annotated training dataset:

1. Image-level label generation: 
employ RAM model to generate a list of image-level tags as global caption

2. Bounding box and mask generation: 
use Grounded-SAM to produce instance-level bounding boxes and masks

3. Instance-level text prompt generation: 
crop the instances using the corresponding bounding boxes and feed to the
BLIP-V2 model to produce instance-level text prompts. 



Experiment—data collection39

4. Obtain scribbles: 
obtain scribble by randomly sampling points within the masks and 
connecting them with bezier curve.

5. Obtain single-points: 
randomly select a point within a circular region of radius 0.1 ∙ �, 
centered at the bounding box’s center, where � is the length of the 
shortest side of the box. 



Experiment—data collection40

Test data collection

• COCO val with 80 classes 

• LVIS val with over 1200 classes 

Do not use the real images from the dataset, and only use the 
text and location conditions.



Experiment—evaluation metrics41

Evaluation metrics for alignment to instance locations:

Bounding Box

Use the pre-trained YOLOv8-Det detection model. Compare the 
model’s detected bounding boxes on the generated image with 
the bounding boxes specified in the input using COCO’s official 
evaluation metrics (AP and AR). 



Experiment—evaluation metrics42

Evaluation metrics for alignment to instance locations:

Instance Mask

Use the pre-trained YOLOv8-Seg segmentation model to detect 
instance masks in the generated image, and compare the 
detected masks with the specified masks in the input using the 
COCO AO and AR metrics and IOU score.



Experiment—evaluation metrics43

Evaluation metrics for alignment to instance locations:

Scribble

Introduced a new evaluation metric using YOLOv8-Seg. We 
report “Points in Mask” (PiM), which measures how many of 
randomly sampled points in the input scribble lie within the 
detected mask. 



Experiment—evaluation metrics44

Evaluation metrics for alignment to instance locations:

Single point

Similar to scribble, the instance-level accuracy PiM is 1 
if the input point is within the detected mask, and 0 
otherwise. We then calculate the averaged PiM score. 



Experiment—evaluation metrics45

Evaluation metrics for alignment to instance locations:

Compositional attribute binding

To measure if the generated instances adhere to the attribute (color and 
texture) specified in the instance prompts. We use YOLOv8-Det to detect 
the bounding boxes. We feed the cropped box to the CLIP model to 
predict its attribute (colors and textures), and measure the accuracy of the 
prediction with respect to the attribute specified in the instance prompt. 

We use 8 common colors, i.e., “black”, “white”, “red”, “green”, “yellow”, 
“blue”, “pink”, “purple”, and 8 common textures, i.e., “rubber”, “ fluffy”, 
“metallic”, “wooden”, “plastic”, “fabric”, “leather” and “glass”.



Experiment—evaluation metrics46

Evaluation metrics for alignment to instance locations:

Instance text-to-image alignment

Report the CLIP-Score on cropped object to measure the distance between 
the instance text prompt’s features and the cropped object images.



Experiment—evaluation metrics47

Evaluation metrics for alignment to instance locations:

Global text-to-image alignment

Report CLIP-Score between the input text prompt and the generated image. 



Experiment—qualitative results48

InstanceDiffusion

GLIGEN
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InstanceDiffusion

GLIGEN



Experiment—qualitative results50

Results of multiple instance control formats



Experiment—quantitative results51

Leading performance in all the metrics



Experiment—quantitative results52

More quantitative comparison with GLIGEN



Experiment—ablation study53

Ablation study results



Experiment—application: iterative generation54
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