
Residual Denoising Diffusion Models
CVPR 2024

Presenter: Haofeng Huang
2024.09.22

STRUCT Group Seminar



2

• Authorship

• Background

• Method & Experiments

• Conclusion

Contents



3

Background: Denoising Diffusion Probabilistic Models

Ho et al. Denoising Diffusion Probabilistic Models. NIPS 2020.
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Background: Denoising Diffusion Implicit Models

Song et al. Denoising Diffusion Implicit Models. ICLR 2021.
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Background: Denoising Diffusion Restoration Models

Kawar et al. Denoising Diffusion Restoration Models. NIPS 2022.
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Background: Denoising Diffusion Restoration Models

Kawar et al. Denoising Diffusion Restoration Models. NIPS 2022.
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Background: Denoising Diffusion Null-space Models

Wang et al. Zero-shot Image Restoration Using Denoising Diffusion Null-space Model. ICLR 2022.
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Background: Denoising Diffusion Null-space Models

Wang et al. Zero-shot Image Restoration Using Denoising Diffusion Null-space Model. ICLR 2022.
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Background: Cold Diffusion

Bansal et al. Cold Diffusion: Inverting Arbitrary Image Transforms Without Noise. NIPS 2023.
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Background: Summary

• Generative Diffusion Models
• DDPM

• DDIM

        Cons: only consider mapping between pure noise and natural image

• Restoration Diffusion Models
• DDRM

• DDNM

 Cons: only use the degraded image as the condition for generation, non-interpretability of forward process

• Cold Diffusion
Cons: lack of generality and theoretical justification
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Method: Overview

• A novel dual diffusion process - Residual Denoising Diffusion Models, which 

decouples the previous diffusion process into residual diffusion and noise diffusion.

• Residual diffusion prioritizes certainty and represents a directional diffusion from the 

target image to the conditional input image, and noise diffusion emphasizes diversity 

and represents random perturbations in the diffusion process.
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Method: Decomposition of diffusion step

• Unlike the previous denoising diffusion model, which uses one coefficient schedule 

to control the mixing ratio of noise and images, RDDM employs two independent 

coefficient schedules to control the diffusion speed of residuals and noise.
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Method: Introduce Residual I_res

• ����  = �0 − ���

• ��� = 0 for generation, ��� = ���� for restoration.
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Method: Introduce Residual I_res

• Forward:
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Method: Introduce Residual I_res

• Reverse: a network                           to predict residual, a network                          to 

estimate noise, then  
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Method: Introduce Residual I_res

• Reverse: therefore
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Method: Sampling Method

• Recall that 

replace �0 with ���,

• For the generation process, we know ���, ��. It means that estimated ���� and � can 

represent each other.
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Method: Sampling Method

• SM-Res: Predict residual and represent noise with residual.

• SM-N: Predict noise and represent residual with noise.

• SM-Res-N: Predict both residual and noise.
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Method: Sampling Method

• SM-Res: Predict residual and represent noise with residual.

• SM-N: Predict noise and represent residual with noise.

• SM-Res-N: Predict both residual and noise.

• “residual predictions prioritize certainty, whereas noise predictions emphasize 

diversity.”
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Method: Automatic Objective Selection

• Joint loss function

In the loss function, ����
�  is a learnable parameter.

• When |����
� − 0.5| surpass a pre-defined threshold, switch the simultaneous training 

to sole training of                           or                       .
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Method: Partially Path Independent Generation

• For generation

settings of        and      will affect the results.  
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Method: Partially Path Independent Generation

• Directly changing schedule without retraining will fail.

• Solely readjust the       may lead to a higher score; readjusting the       will fail. 
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Method: Partially Path Independent Generation

• Change the network input:

• Compared with original model, if we assumed that the network is trained well and 

robust, there is

• It means

or say                                                                                    

                                                                                                           is path independent.
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Method: Partially Path Independent Generation

• Experimental evidence:
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Experiment: Subjective Results
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Experiment: Objective Results
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Experiment: More Results
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Experiment: More Results
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Experiment: More Results
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Experiment: More Results
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Experiment: More Results
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Conclusion

• A unified dual diffusion model for image restoration and image generation. 

• A partially path-independent generation process. 

• Limitations and discussion:

• Specific model for specific task

• Degenerated into generative model or restoration model

• Comparison w/ cold diffusion, rectified flow, etc.



Thanks for listening!

STRUCT Group Seminar

Presenter: Haofeng Huang
2024.9.22


