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Ruiz N, Li Y, Jampani V, et al. Dreambooth: Fine tuning text-to-image diffusion models for subject-driven generation[C]//Proceedings of the 
IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2023: 22500-22510.
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n DreamBooth

n Finetune T2I model with 

unique identifier

n Regularize the model with 

class-specific prior

Loss function:



Background

7

Background editing



Background

8

Style editing



Background

9

Expression editing



Background

10

View editing



Background

11

a [V] dog wearing a police/chef/witch outfit

Accessary editing
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Color editing & attribute editing



Background

13

n Ablation Study



Background

14



Background

15

Gal R, Alaluf Y, Atzmon Y, et al. An image is worth one word: Personalizing text-to-image generation using textual inversion[J]. arXiv 
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Background

16



Background

17

n Method overview
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Application in style transfer
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Multi-text inversion
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Kumari N, Zhang B, Zhang R, et al. Multi-concept customization of text-to-image diffusion[C]//Proceedings of the IEEE/CVF Conference 
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n Multi-concept composition

n Joint training on multiple concepts

n Constrained optimization to merge concepts

Optimization target Solution
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n Comparison between 

two multi-concept 

composition methods
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Hu E J, Shen Y, Wallis P, et al. Lora: Low-rank adaptation of large language models[J]. arXiv preprint arXiv:2106.09685, 2021.

n LoRA: more efficient 

model fine-tuning
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n InstantBooth: eliminate the need for model fine-tuning

Shi J, Xiong W, Lin Z, et al. Instantbooth: Personalized text-to-image generation 
without test-time finetuning[J]. arXiv preprint arXiv:2304.03411, 2023.
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n IP-Adapter: baseline of single image prompting
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Method overview
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Training objective
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n Adaptation to different 

diffusion models when 

training only once
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Adaptation to ControlNet
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Image prompt and text editing
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Application in I2I translation and inpainting
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ID preserved T2I
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Method overview
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Pose control effect
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Method overview
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Qualitative results
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More control effects of 3dMM
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First author: PhD student in Rutgers University, major in computer vision, AIGC 
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艾哈迈德·埃尔加马尔 (Ahmed Elgammal)

Dr. Ahmed Elgammal is a professor at the Department of Computer 
Science at Rutgers University. He is the founder and director of the Art 
and Artificial Intelligence Laboratory at Rutgers, which focuses on data 
science in the domain of digital humanities. 

Dr. Elgammal received his M.Sc. and Ph.D. degrees in computer science 
from the University of Maryland, College Park, in 2000 and 2002, 
respectively.
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Results preview
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n Mask based self-supervised multi-modal generative learning

n Introduction of MLLM for better feature learning

n Disentangled cross-attention and self-attention

n Iterative self-attention masking

n Contributions
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Stage 1: 

multi-modal generative learning

LLaVA 

19.Liu, H., Li, C., Wu, Q., Lee, 
Y.J.: Visual instruction tuning 
(2023) 
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Stage 2
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Inference:

Approximate 
generated mask with 
the cross attention 
map
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Adapt to pre-trained 
community models



33

Thanks!


