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Two-stage Image Generation
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• Tokenization / Compression
• Image  Low dimensional latent  Image

• Generation
• Learn the distribution of the latent

Latent can be continuous (e.g. LDM) or discrete (e.g. VQGAN).



Latent Diffusion Models
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Compression Generation

High-Resolution Image Synthesis with Latent Diffusion Models, CVPR 2022



VQGAN
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Compression

Generation

Taming Transformers for High-Resolution Image Synthesis, CVPR 2022
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TiTok (1 Image = 32 Tokens)

An Image is Worth 32 Tokens for Reconstruction and Generation, NeurIPS 2024
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TiTok (1 Image = 32 Tokens)

An Image is Worth 32 Tokens for Reconstruction and Generation, NeurIPS 2024
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ViT-VQGAN

Vector-Quantized Image Modeling With Improved VQGAN, ICLR 2022
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DisCo-Diff

DisCo-Diff: Enhancing Continuous Diffusion Models with Discrete Latents, ICLR 2024



Flow to the mode

Highlights of this work

• 1D tokenizer with MMDiT

• w/o CNN, w/o any distillation

• w/o adversarial loss

• SOTA tokenizer bpp
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Architecture
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Architecture
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Architecture
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Architecture
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Stage 1A Pre-Training
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Flow matching loss

Perceptual loss

Quantization loss



Stage 1B Post-Training
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Choose random timestep set

Predict

Perceptual loss (and pre-defined flow loss)



Stage 2 Generation
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Use generative module in MaskGiT / TiTok
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Reconstruction
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rFID - bpp
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PSNR - rFID trade-off
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Generation
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好像是一
只小鸟



鸟图预警
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Perceptual compression
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Ablation Study
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Conclusion
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• A 1-D tokenizer with MMDiT encoder / decoder.
• Without adversarial loss or distillation
• SOTA reconstruction performance

• What is Mode Seeking?
• Ineffective decoding
• More exploration about generation is needed
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Thanks for your listening!


