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Background: Text2SVG

Text2SVG

CLIPDraw VectorFusion SVGDreamer DiffSketcher
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Background

Text2SVG: CLIPDraw (NeurIPS 2022)
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Text2SVG: VectorFusion (CVPR 2023)

A panda rowing a boat in a pond
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Background

Text2SVG: DiffSketcher (NeurIPS 2023) & SVGDreamer (CVPR 2024)
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Background

Image2SVG

DiffVG LIVE
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Background

Image2SVG

• DiffVG Vectorization (SIGGRAPH ASIA 2020): 

Differentiable rasterizer

• LIVE (CVPR 2022) : More emphasis to the loss near the edges,                     

impose constraints on the angles

Differentiable Vector Graphics Rasterization for Editing and Learning

Towards Layer-wise Image Vectorization 13



Background

Image2SVG

Differentiable Vector Graphics Rasterization for Editing and Learning

Optimize and Reduce: A Top-Down Approach for Image Vectorization

• DiffVG Vectorization (SIGGRAPH ASIA 2020): 

Differentiable rasterizer

• O&R (AAAI 2024) : DBSCAN Clustering Initialization,                     

Geometric reg:  penalizes self-intersections, sharp corners...
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Background

DiT

?

How to generate beautiful SVG?
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Method

Overall Architecture
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Method

Serpentin Dataset Construction

• Sources:  

internet / vendors / designer-created assets

• Human-in-the-loop

• 20K samples across 3 styles: 

Black outline icons (3K)

Illustrations (2K)

Emojis (15K)
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Method

• 9-frame → 3×3 grid

4-frame → 2×2 grid

• Serpentine order: 

to keeps temporally adjacent 

steps spatially adjacent

• Outline to color blocks to details

Serpentin Dataset Construction
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Method

Serpentin Dataset Construction

• Tends to focus on spatial neighbors

• Serpentine layout: time adjacency to space adjacency

• Crucial for coherent sequence generation (validated in ablation)
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Method

Layer-wise Model Training

• LoRA Fine-tuning

• Keep       fixed; learn lightweight 

• Input: text prompt →

Output:  multi-step raster grid
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Method

Layer-wise Model
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Method

Image2Layers Model Training

• To reverse engineering layers

• Given a final raster image

• Predict earlier construction steps

• Reframe hierarchical vectorization as process prediction
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Method

Image2Layers Model Training

• Image - Conditioned Generation

• Build 2×2 / 3×3 grids

take final frame as context

• VAE encode context →

append to denoising latents
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Method

Image2Layers Model

• Inference: Predict Earlier Layers

• Input: reference image

• Output: a plausible creation sequence

• Enables cognitive-aligned layered vectorization
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Method

Layer-wise Vectorization

• Split grid into individual frames

• Outline icons: 

grayscale, Gaussian blur, Otsu threshold

• Adjacent-frame differencing: 

abs diff, binarize, morphology 

• Save each change mask as transparent PNG
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Method

Layer-wise Vectorization

• Vectorize each mask with vtracer 

• Tune for detail vs. paths

• Merge all vector layers →

layered, editable SVG

• VTracer: Raster-to-SVG

(1) color clustering → (2) contour tracing →

(3) curve fitting & simplification 
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Experiments

Setup

• Backbone:  FLUX 1.0 dev (DiT)

• Resolutions:  1056×1056 (3×3), 1024×1024 (2×2) 

• LoRA:  rank 256, batch 16, lr 1e-3, 20k steps 

• Image2Layers:  merge weight 1.0, then +20k steps 

• Compute:  1×A100 80GB 

• Baselines:  SVGDreamer / VecFusion / DiffSketcher; DiffVG / LIVE / O&R
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Experiments

Text2SVG
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Experiments

Text2SVG
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Experiments

Text2SVG: Gradient 
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Experiments

Text2SVG
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Experiments

Text2SVG
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Experiments

Quantitative Comparison

Semantic 

consistency

SVG 

complexity
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Experiments

Image2SVG
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Comparison
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Experiments

Quantitative Comparison

pixel error

SVG 

complexity
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Experiments

Ablation

pixel error structural similarity
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Experiments

• Which vector graphics result 

looks better?  

• Which result better reflects 

the meaning of the original 

text?

• Which vectorization result 

looks better? 

• Which result better preserves 

the characteristics of the 

original raster image

User Study
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Experiments

Failure Cases 

41



Experiments

Failure Cases 
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Conclusion

• Shift from final SVG to creation process supervision

• Built 20K creation sequences + Serpentine construction

• Unifies text-to-SVG and image-conditioned layer prediction in one DiT pipeline

• Produces clean, editable SVGs, better match professional design workflows

43



44

Conclusion



Thanks for listening!
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