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Background : Perceptual Image Restoration
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Background : Perceptual Image Restoration

4Jingyun Liang, et al. SwinIR: Image Restoration Using Swin Transformer, CVPR, 2021
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Background : Perceptual Image Restoration

5Syed Waqas Zamir, et al. Restormer: Efficient Transformer for High-Resolution Image Restoration, CVPR, 2022
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Background : Perceptual Image Restoration
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Junjun Jiang, et al. A Survey on All-in-One Image Restoration:  Taxonomy, Evaluation and Future Trends, 

IEEE TPAMI, 2020
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Background : Task-oriented Image Restoration

7

downstream task performance

Perceptual

Task-oriented

Image Restoration

SwinIRSRCNN Restormer All-in-One



Background : Task-oriented Image Restoration

8Taeyoung Son, et al. Urie: Universal image enhancement for visual recognition in the wild, ECCV, 2020
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Background : Task-oriented Image Restoration
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PS. clear weather (CW), synthetic fog (SF), and real fog (RF).

Sohyun Lee, et al. Fifo: Learning fog-invariant features for foggy scene segmentation, CVPR, 2022
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Background : Task-oriented Image Restoration

10Wenyu Liu, et al. Image-adaptive yolo for object detection in adverse weather conditions, AAAI, 2022
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Problems
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Motivation : UniRestore
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How can we unify perceptual and task-oriented objectives in a single model?

Diffusion Prior Enhance feature for downstream task



Background : Diffusion Prior

13Robin Rombach, et al. High-resolution image synthesis with latent diffusion models, CVPR, 2022

Stable Diffusion



Jianyi Wang, et al. Exploiting Diffusion Prior for Real-World Image Super-Resolution, IJCV, 2024 14
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Xinqi Lin, et al. DiffBIR: Towards Blind Image Restoration with Generative Diffusion Prior, ECCV, 2024 15
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16Xinqi Lin, et al. DiffBIR: Towards Blind Image Restoration with Generative Diffusion Prior, ECCV, 2024
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Overview
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1) restore and enhance features within the encoder

2) provide complementary inputs to the decoder

Method

Stage1: Complementary Feature Restoration Module



Method
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Stage1: CFRM

1. Feature Enhancement

2. Intra-group Channel Attention

3. Inter-group Channel Integration

4. Feature Recovery

• NAFBlock provides initial enhancements.

• The extended channel increases   

expressive capability.

• Grouping prepares for subsequent intra-

group/inter-group attention.



20Liangyu Chen, et al. Simple Baselines for Image Restoration, ECCV, 2022

GLU：

GELU：

Simple Gate：

Method

NAFBlock
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1. Feature Enhancement

2. Intra-group Channel Attention

3. Inter-group Channel Integration

4. Feature Recovery

Method

Stage1: CFRM

• Intra-group attention focuses on local features.

• inter-group integration provides global context.
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1. Feature Enhancement

2. Intra-group Channel Attention

3. Inter-group Channel Integration

4. Feature Recovery

Method

Stage1: CFRM

• Refined features

• Weighted information complements the 

original information.
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Latent features are then fed into the Controller, equipped with an SC-Tuner.

Method

Stage1.5: Controller & SC-Tuner



Zeyinzi Jiang , et al. SCEdit: Efficient and Controllable Image Diffusion Generation via Skip Connection Editing, 

CVPR Highlight, 2024
24

Recall:

ControllerCFRM

Method

Stage1.5: Controller & SC-Tuner
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Draw inspiration from prompt tuning and LSTM.

Initialize prompt vector: 

CFRM features in each encoder layer i: 

Decoder’s output features in each layer i: 

Method

Stage2: TFA
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Initialize prompt vector: 

CFRM features in each ecoder layer i: 

Decoder’s output features in each layer i: 

Forget Gate: 

Input Gate: 

Output Gate: 

Token Update：

Feature Transform &Fusion：

Method

Stage2: TFA



Method

Training Pipeline – Two Stage
Stage 1

Stage 2
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TIR methods：DIP 、URIE 

PIR methods：NAFNet 、PromptIR 

Diffusion-based approaches：DiffBIR 、DiffUIR 

Two settings

#1 Original objective: 

Trained only for their intended purpose, denoted as “method”.

#2 UniRestore: 

Trained on the PIR training set and then fine-tuned on multiple downstream      

tasks, as “method*”.

Experiments
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• PSNR & SSIM

• a blend of the DIV2K , Flickr2K , and OST  datasets

PIR Training Datasets：

PIR Evaluation：

Experiments

• seen：test set of DIV2K
• unseen：Rain100L, RESIDE, UHDSnow, GoPro, 

‘Noise’ comprising Urban100, BSD68, CBSD68, Kodak,               
McMaster, Set12

PIR Testing Datasets：
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PIR Performance

Experiments

TIR PIR Diffusion-based
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PIR Performance

TIR PIR Diffusion-based

Experiments

LQ HQ

URIE PromptIR DiffUIR UniRestore
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PIR Performance

Experiments

LQ HQ

URIE PromptIR DiffUIR UniRestore

TIR PIR Diffusion-based
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• image classification (ACC)  

• semantic segmentation (mIoU)

• image classification (randomly select 80,000 images from ImageNet )  

• semantic segmentation (Cityscapes datasets)

• synthesized with 15 types of degradation

TIR Training Datasets：

TIR Evaluation：

Experiments

• seen：test set of ImageNet, Cityscapes

• unseen：CUB, ACDC

TIR Testing Datasets：
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TIR Performance

Experiments

TIR PIR Diffusion-based
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TIR Performance : Classification

Experiments

TIR PIR Diffusion-based
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TIR Performance : Classification

Experiments

TIR PIR Diffusion-based
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PIR

TIR Performance : Segmentation

Experiments

TIR PIR Diffusion-based



38

PIR
Experiments

TIR PIR Diffusion-based

TIR Performance : Segmentation
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Ablation Study

Effectiveness of Proposed Modules
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Ablation Study

Investigation of TFA

(i) Multiple Adapters: concatenates the output of the denoising U-Net with the restored features 

from CFRM and processes them through the same number of convolutional blocks as in TFA

(ii) Multiple TFAs: optimizes each task with its own TFA

(iii) UniRestore-SP: employs a single TFA with a single prompt for all tasks

(iv) UniRestore: utilizes one TFA with specific prompts for each task
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Ablation Study

Extendability Evaluation

• an additional downstream task—object detection

• based on the model trained for PIR, image classification, 

and semantic segmentation

• update only with a new learnable prompt, optimizing it 

using the object detection loss

• existing methods that require retraining models on complete 

task datasets



Takeaway
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• UniRestore, an approach capable of addressing PIR and TIR 

simultaneously. 

• Adapting diffusion features for diverse applications. 

• Complementary feature restoration module that restores 

features within the encoder. (inter & intra group)

• Task feature adapter that dynamically and efficiently combines 

these restored features with diffusion features for downstream 

tasks. (LSTM)



Thanks for 

Listening！
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