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Background

Different Modalities in Data Processing:

Image Text 3-D Scene

When did you fall asleep?

- | stayed up until 4 o'clock.

50 [ 80 | 80 | 90 | 60
50 [ 80 | 80 | 90 | 60 ._

Language: sequence processing —— autoregressive models
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Background

Challenges in Language Processing:

Long term dependency:

BABIEART, MEIESE, ReENAECRLE Attention

Sophisticated meaning:

HIRUUIXEREEE AR, (RIERIAAE

Word order matters a lot: Positional
Encoding

B RN ERMELK!
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Vanilla Transformer:

Encoder-Decoder architecture
Multi-head attention
Feed-Forward Network
Residual connection
+ Layer normalization

Positional encoding

QOutput
Probabilities
Linear
A
(. )
Add & Norm
Feed
Forward
r “
_ .
clehedu el Multi-Head
Feed Attention
Forward T 7 Nx
 C—
Nix Add & Norm
/—->| Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
At L
\_ J . _J)
Positional D ¢ Positional
Encoding Encoding
Input Qutput
Embedding Embedding
Inputs Outputs

(shifted right)

Vaswani et al, Attention Is All You Need, NeurlPS 2017
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Attention Mechanism:

Hash Table:
« consists of key-value pairs
* aquery arrives, search through all
the keys, find the one that matches

« return the corresponding value

r
=

[
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A LA A A
L
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Background

Attention Mechanism:

A soft version of Hash matching: K, v, K,
: : K vy K,
« consists of key-value pairs "
2 v, k,‘-_' Uz
* aquery arrives, calculate the 9 Ky Vs g ks
k4 Vq k.] V
correlation between the query and ks Vs ks v,
k - . :
every key " i =

 return the linear combination of the

values



Background

Attention Mechanism:

Each word is represented as a vector

“__
| L | q1. k1 /Vdy X11
Language kz v, q1.k,/Vd, X12
Processing kq Vs q1.ks/Vd,, Xia




Background

Attention Mechanism:

Each word is represented as a vector

“__

U1 qi1. kl/\fdk X11

Language kz 1% 1. ko /N X12
Processing ks 7, qy.k3/Vd, X
“___

Vi qq- ki/\[dk X11 X111
Language kz Vs q..k, /Nd, X12 X12V2

Processing ks Vs 1. ks /Vdy X13 X13V3
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Attention Mechanism: Attention(Q, K, V') = softmax i
a1 3 1,4
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Multi-head Attention

gil = Walq
g% = watq!

X

1

ql,l qi,Z kl,l kl,Z vl,l vt,Z

1B
Tj_l Tj_l I‘[._I
v

MultiHead(Q, K, V) = Concat(head;, heads, . . ., heady, )W ¢

head; = Attention(X Wf, X W’f , X WI-V)

—,X

qj'l qj:z kj,l kj:z vj‘l vj;z

+ i B
T"_I Ij_l T‘H

qi ki qj I/ v_]
1 } i l ] I
q'=Wia a (2 heads as example) | aj‘ 10
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Background

Feed-Forward Network

FFN(z) = max(0,zW7 + b1 )Ws + b
Layer Normalization
Pij = %ZXU:

k
0%+ €
Z ijl — ,uz_',l J

=1

:wu

Positional Encoding

'qi ki Pt
L } J




Background

Transformer Architectures:

« Encoder-Decoder * Encoder-Only
e Transformer « BERT
« T5 « RoBERTa

Corresponding Attention Masks:

Encoder

* Decoder-Only
« GPTs

Decoder

12
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Background

Vision Transformers

Transformer Encoder

A
|1
| : « Patchify images as

; token sequences

GT . Transformer gncoder
for classification

Vision Transformer (ViT)

' MLP
Ball Head \

Transformer Encoder

l
e T TLLLLELT)

[ Multi-Head

Attention

# Extra learnable \ y

[ClﬂISS] embedding Lmedr PI‘DJECI’.IOI] of Flattened Patches A $ } . Broa der Spa tlal

| | | r Norm ]
I _‘III : LEea |
0 0 correlation
Embedded

Patches

Dosovitskiy et al, An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale, ICLR 2021 '3
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Diffusion Transformers

Noise bh /

32x32x4 32x32x4 /
4 4 /

Linear and Reshape
! /

Layer Norm /

1 /

N x [ DiT Block ]

1 1 \

Patchify ~Embed '\
I \
| \
Noised Timestep t \
Latent 1 \
32x32x4 Label y \

Latent Diffusion Transformer

ay
Scale A ———
1
Pointwise
Feedforward
1
Scale, Shift qﬁ"'l
|
Layer Norm
: 451
Scale —
i
Multi-Head
Self-Attention
. ¥1,P1
Scale, Shift :
1
Layer Norm MLP
— I
\ Input Tokens Caonditioning /

DiT Block with adaLN-Zero

 Replace U-Net with
Transformer blocks

« Long-range correlation in
latent denoising

Peebles, Xie, Scalable Diffusion Models with Transformers, ICCV 2023
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Background

Attention Setbacks: Irrelevant Attention

Modified Problem

Maria buys a large bar of French soap that lasts her for 2 months. She
spends $8.00 per bar of soap. Every 10 months, Maria's neighbor buys a new
shanpoo and moisturizer for Maria's neighbor. If Maria wants to stock up for
the entire year, how much will she spend on soap?

Correct COT Output to the Original Problem
Maria spends $8.00 per bar of soap. She buys a bar of soap every 2
months. There are 12 months in a year. Maria will spend $8.00 x 12 / 2 =
$48.00 on soap for the year. The answer is $48.00.

Output to the Modified Problem
CoT

Maria buys a large bar of French soap that lasts her for 2 months. She
spends $8.00 per bar of soap. Every 10 months, Maria's neighbor buys a
new shampoo and moisturizer for Maria's neighbor. If Maria wants to
stock up for the entire year, she will spend $8.00 x 12 = $96.00 on soap.
The answer is $96.00.

Let's break down this problem: 1. How much does Maria spend on soap
every 10 months? 2. How much does Maria spend on soap every year?

1. Maria spends $8.00 per bar of soap. She buys a new bar of soap every
10 months. So Maria spends $8.00 * 10 = $80.00 every 10 months.

2. Maria spends $80.00 every 10 months. So Maria spends $80.00 * 12 =
$960.00 every year.

The answer is $960.00.

Shi et al, Large Language Models Can Be Easily Distracted by Irrelevant Context, ICML 2023
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Attention Setbacks: Disperse Attention

log2(num_items): 11
top_l6_items: 16

batch; 32

Possible Reasons:
1. Softmax can't produce zero scores

2. Producing near-zero scores needs a wide input range which harms
backpropagation of softmax

Velickovic et al, softmax is not enough (for sharp out-of-distribution), arXiv 2024
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Attention Setbacks: Lost-in-Middle

[ Original Prompt / Model's Response

Write a high-quality answer for the given
guestion using only the provided search results
{some of which might be irrelevant).

Question: what is mercy mercy me by marvin
gaye about

Search results:

Document [1] ...The follow-up single, "Mercy
Mercy Me (The Ecology)”, peaked at
number-four on the Hot 100...

Document [10] Mercy Mercy Me (The Ecology)...
became regarded as one of popular music's
most poignant anthems of sorrow regarding the
environment

Decument [20]...

Question: what is mercy mercy me by marvin
gaye about

Answer: .. The song was released as the
follow-up single to the album’'s title track and
peaked at number-four on the Hot 100...

[ Shuffled Prompt / Model's Response

Write a high-gquality answer for the given
guestion using only the provided search results
{(some of which might be irrelevant).

Question: what is mercy mercy me by marvin
gaye about

Search results:

Decument [1] ...The album became Gaye's first
million-selling album launching twe more top
ten singles

Document [13] Mercy Mercy Me (The Ecology)...
became regarded as one of popular music's
most poignant anthems of sorrow regarding the
environment

Decument [20]...

Question: what is mercy mercy me by marvin
gaye about

Answer: .. The song was released as a single in
August 1971 and became Gaye's first
million-selling single..

17
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Attention Setbacks: Lost-in-Middle

[ Original Prompt / Model's Response

Write a high-quality answer for the given
guestion using only the provided search results
{some of which might be irrelevant).

Question: what is mercy mercy me by marvin
gaye about

Search results:

Document [1] ...The follow-up single, "Mercy
Mercy Me (The Ecology)”, peaked at
number-four on the Hot 100...

Document [10] Mercy Mercy Me (The Ecology)...
became regarded as one of popular music's
most poignant anthems of sorrow regarding the
environment

Decument [20]...

Question: what is mercy mercy me by marvin
gaye about

Answer: .. The song was released as the
follow-up single to the album’'s title track and
peaked at number-four on the Hot 100...

[ Shuffled Prompt / Model's Response

Write a high-gquality answer for the given
guestion using only the provided search results
{(some of which might be irrelevant).

Question: what is mercy mercy me by marvin
gaye about

Search results:

Decument [1] ...The album became Gaye's first
million-selling album launching twe more top
ten singles

Document [13] Mercy Mercy Me (The Ecology)...
became regarded as one of popular music's
most poignant anthems of sorrow regarding the
environment

Decument [20]...

Question: what is mercy mercy me by marvin
gaye about

Answer: .. The song was released as a single in
August 1971 and became Gaye's first

million- a.al_ir:,:":. ‘-_'.i"'|5|5..

Model Attention Weight

0.00020

0.00015

0.00010

0.00005

—e— Original order
+— Shuffled order

SN NNEURPEZ 4

123 45678 91011121314151617181920

Document at Position

Hsieh et al, Found in the Middle: Calibrating Positional Attention Bias Improves Long Context

Utilization, ACL 2024

18
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Background

U-shape Attention in Visual Tasks:

self—attn>

input feature attention score

19



Background

The attention signal is noisy!

How can we reduce the noise?

20
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Background

Reduce Attention Noise with Hallucination Detection - Selection

Transformer
N x 14 Attention Weights Y e
. il =
f* Add & Norm }(1 XZ }(3 xN-IxN Vi yz VE 1”"!_-Eiii"lt—l —__l [
Feed B 2 ﬂ HE §E B =T
Forward [k
1 average l average l H x L ]
2 B over X over Y —T1]—=[" — P(Factual)
~>  Add & Norm —1le 2
Multi-Head Attention Map H heads —112 [
Attention - L lavers '—-__| - % -
1 Lookback Ratio —— = [] S imit L
BE2N Ttokens |4, Ll
in a span e Lookback Lens
Document: [...] Summary: ... T
N
Ai’h(context) = % Z aiu-,
i=1
w, = [LR, LR, ..., LR
- 1 N+Z::—1 1
A, (new) = —— B
t t_lj:Nq-l h.j P(y= 1 [V)=.‘T(V)=O’(WTV+b)

A:’ "(context)

Lh _
= Lh Lh )
A/ (context) + A, (new)

Chuang et al, Lookback Lens: Detecting and Mitigating Contextual Hallucinations in
Large Language Models Using Only Attention Maps, EMNLP 2025
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Background

Reduce Attention Noise with Hallucination Detection - Selection

New Chunk Extract Averaged Lookback Lens Scores
Candidates Lookback Ratios
) i - Concatenate New Chunk
Previous Qe v F(v')=0.1 to Previous Chunks
Chunk 2™ s -
v : F(v<)=0.3
P s Llne_ar . (v9) — s e .
. v3 Classifier F(v3)=0.9 V
\74 F(\_f4)=05 (...repeat until EOS)

22
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Background

Selective Attention: Use Mask to Reduce Noise

Construct a constraint matrix S :

1. Zero out negative values (1.e. applying ReLU), only reducing attention, never boosting it
2. Zero out the first column, so as not to mask the <BOS> token.

3. Zero out the diagonal, so as not to let a token mask itself.

Fij = Zkg—l Sﬁaj ™

N Layer 4 Layer Layer 6
k- \.\‘
_ F i P \ \\\
% d 2 ™ »
h N |
N A
3 LN
Layer 8 » Layel ayer 10

SelectiveAttention(Q, K, V') = softmax (

L
D1y max; M;
L - n;épa,d

ﬁppl Te:s

Leviathan et al, Selective Attention Improves Transformer, ICLR 2025 23
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Background

Calibrated Attention: Decouple Attention and Positional Bias

InpUt: :HprDIIlpt- — [‘Iq?m?ﬂcv '--?mgﬂcamq]

Position-related score:

N

1
Jprompt e ) _.doc
Attn(x k) = ) ;:1 attn(x.°¢)

Modeling position bias:
Attn(zP™Pt k) = f(rel(2$°°), bias(k)) bias rel bias

Attn(z9°%, k) = rel(z9°°) + bias(k) + € .:I:.

Hsieh et al, Found in the Middle: Calibrating Positional Attention Bias Improves Long Context
Utilization, ACL 2024 24
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Calibrated Attention: Decouple Attention and Positional Bias

bias rel

Calibrated

Hsieh et al, Found in the Middle: Calibrating Positional Attention Bias Improves Long Context
Utilization, ACL 2024

25
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Background

Calibrated Attention: Decouple Attention and Positional Bias
Extracting content relevance:
Attn(z9%™, k) = rel(z9"™) + bias(k) + €

rel(z9°°) = Attn(z9, k) — Attn(z"™, k) + rel(z44™)

Calibrate the attention:

k;

doc
sl ) o G
d origina k’@
Attty gl )

doc
attNealibrated (:Ek,i ) —

ay = Softmax(rel(x{°°), t)

Hsieh et al, Found in the Middle: Calibrating Positional Attention Bias Improves Long Context
Utilization, ACL 2024
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Method

Noise Reduction with Differential Amplifier:

Moise source

VOUT = AV : (Véignal — Vnoise)

27
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Differential Attention:
Q —

()

28



Method

Differential Attention:
Q —

()

29
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Method

Differential Attention:

Signal Branch Noise Branch

30




Method

Re-parameterizing A:

To align the learning rate of the parameters:

exp{qK'}
> expl(gKT):}

Original: A-softmax(gKt) = \-

exp{gK* + N\, - \i}

Exponential form: A=exp{A; - Ap}, A S()ft-?’n,a-ﬂ:'(qKT) —

2 expi(gET)i}

Initialization: A =exp{Aq - Ak} + Ainit

Enable lower values: A = exp{Ag, - Ak, } — exp{Ag, - Aky b + Ninit

31
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Overall Framework:

Similar multi-head attention:

head; = DiffAttn(X; W<, WX WY, A)
head; = (1 — Aiit) - LN (head;)
MultiHead(X) = Concat(heady, - - - , head,,)W©

Same macro layout:

Y! = MultiHead (LN(X")) + X"
X'+ = SwiGLU(LN(Y")) + Y*

Linear

+
Concat

M x (1 - huw

| GroupNorm

i 1

[[mmnax(olf{f) — Asoftmax(Q,K])] VJJZ i Hoads

vV

Linear

f

32
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Method

Fixed Multiplier (1 - A,,;;) for Multi-Head:

head; = DiffAttn(X; W2, WX WY, \)
head; = (1 — Ainit) - LN (head;)
MultiHead(X) = Concat(head;, - - - , head, )W ©
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Method

Fixed Multiplier (1 - A,,;;) for Multi-Head:

head; = DiffAttn(X; W2, WX WY, \)
head; = (1 — Ainit) - LN (head;)
MultiHead(X) = Concat(head;, - - - , head, )W ©

Controlling Gradient Flow: We expect the magnitude of

oL 0L oL oL oL oL
OWO WV’ oW’ gWR2" gW K1’ gW Q2

to remain the same as conventional Transformers
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Method

Fixed Multiplier (1 - A,,;;) for Multi-Head:

oL
oWo,
OL 00 Ohead dhead OA; OQ1
~ 00 Phead Ohead 04; 0Q, OWo,
oL Jhead

_ 1 o % rONT YT OL 0y ONTy /T
N \/EX [i@ (3O(W ¥ (410 00 W) )| Jhead
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Fixed Multiplier (1 - A,,;;) for Multi-Head:

oL
OWo,
0L 00O Ohead Ohead 0A; 0Q
00 dhead Ohead 9A; 0Q, OWq,
| B aL e ok 9L SR Jdhead
= = | Hy O O A (WY | K
X" [0 (G5Ot - o (S5 mOTvT))

|
Jhead

head = GN (head)
head — E(head)
B Std(head)
E(head) = 0, Std(head) = E (||head||3)
Ohead 1
Ohead /K ([head][3)

36
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Method

Fixed Multiplier (1 - A,,;;) for Multi-Head:

In conventional Transformers: bead = Atin(Q, K)

1
= softmax (Q ) |74
Vd

QKT)

E =

(Vi

E (|]hc:ad||§) = (.5E (HVH%)

~0(1)
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Fixed Multiplier (1 - A,,;;) for Multi-Head:

In conventional Transformers: bead = Atin(Q, K)

1
— softmax (Q ) |74
Vd

QKT)

E =0

(2

E (||head||3) = 0.5E (||V]3)

~0(1)

In Diff-Transformers: head = DiffAttn(Q, K)

K+ K
= (S(}ftHl&J{ (Ql 1 ) — Asoftmax (Q2 = )) V
Vd Vd

KT
iz (Q\/_f ) R R
(.l

E ([lhead||2) = 0.5(1 — Aumse)E (|[V[|2)
=0 ((1 — Ainit)?)
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Experiments

Settings:
 Decoder-only setup

« Compared with augmented Transformer architecture as in LLaMA
Evaluation:
* Various downstream tasks
 Long-sequence modeling
« Key information retrieval, contextual hallucination evaluation, and in-
context learning

 Activation outliers

39



LN »
NEFPE

PEKING UNIVERSITY

Experiments

Better Performance & Scalability:

Model ARC-C ARC-E BoolQ HellaSwag OBQA PIQA WinoGrande Avg
Zero-Shot

Transformer-3B 322 66.8 62.9 63.4 26.2 74.5 61.6 55.4

DIFF-3B 33.0 68.3 60.1 66.2 27.6 755 62.7 56.2
5-Shot

Transformer-3B 34.0 69.5 65.3 63.4 25.0 2 62.6 56.4

DIFF-3B 35.0 69.5 67.2 66.9 27.6 76.1 63.8 58.0

Table 1: Comparison of DIFF Transformer with Transformer on LM Eval Hamess (Gao et al., 2023).
DIFF Transformer achieves better accuracy in the zero- and few-shot settings.

3.15 e Transformer 59 e Transformer
Diff (Ours) ' Diff (Qurs)
3.101
2.8
i 3.051 n
3 3.00 527
2.951 5 2.6
2.901 38% Fewer Params ™ . 25 36% Fewer Tokeng e
100 - - 10° 26 27 28 29

#Parameters (B) (log scale) #Tokens (B) (log scale)
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Experiments

Long Context Modeling:

Culminative NLL on text-to-text:

- Transformer
Diff (Ours)

Negative Log-Likelihood

100 1K 10K 100K
Sequence Position
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Information Retrieval:

4K retrieval:

Depth (%)

Model

R=1 R=2 R=2 R=2

Transformer 1.00
DIFF

1.00

0.85
0.92

062 0.55
084 085

Context Length

(a) Transformer.

N =8, R =1 Multi-Needle Retrieval

+
%b

- o
[~ o« O [
BB o o e e
B e e
1

b;

L
b‘lx

=
o

o

.8

o
[#)]
Score

o
B

o
(N}

o0 N T S SRS S NS
EIN AT @ L X

Depth (%)

N =8, R =1 Multi-Needle Retrieval

Context Length

(b) DIFF Transformer.

=

.0

o

.8

o )
ey [¢)]
Score

o

2
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In-Context-Learning:

90

Accuracy (%)
[=)] ~J co
< b Q

un
o

o ~l o
o o o

Accuracy (%)

un
o

+18.0

—=— Transformer

Diff (Ours)

0

1000 2000
# Samples

3000

(a) TREC with 6 classes.

Diff (Ours)
—a— Transformer

500 1000 1500 2000 2500

# Samples

(c) Banking-77 with 77 classes.

Accuracy (%)

3 D
wn

o

Accuracy (%)
(9] [a)] ~J o0
o o o o

s
o

~ o~
o wm

wun
wun

Diff (Ours)

—=— Transformer

0 1000 2000 3000
# Samples

(b) TREC-fine with 50 classes.

Diff (Ours)
—a— Transformer

1000 2000 3000
# Samples

(d) Clinic-150 with 150 classes.
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Contextual Hallucination:

Model XSum CNN/DM MultiNews
Transformer 0.44 0.32 0.42
DIFF 0.53 0.41 0.61

(a) Accuracy (1.e., free of hallucinations) on text sum-
marization datasets.

Model Qasper HotpotQA 2WikiMQA
Transformer 0.28 0.36 0.29
DIFF 0.39 0.46 0.36

(b) Accuracy (i.e., free of hallucinations) on question
answering datasets.

44
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Attention Allocation:

Model Attention to Answer 1 Attention Noise |
0% 25% 50% 75% 100% \ 0% 25% 50% 75% 100%
Transformer | 0.03 0.03 0.03 007 0.09 | 051 054 052 049 049
DIFF 0.27 030 031 032 040 | 0.01 0.02 0.02 0.02 o0.01
Normalized Attention Score Normalized Attention Score Multi-Needle
Transformer Differential Transformer Retrieval
(This Work) b Seor
0.34
f High 70
0.32 Low Attention Noise Signal-to-Noise «<— (0. 31
Signal-to_—Noise Ratio 55%
Ratio
0.18 50
I A ] 0.19
Attention Noise 0.13
30
0.03 0.01 0.01 AC‘;;:;‘CY
. ; i : I Transformer
<BOS> ...Context.. ANSWER ...Context... Query <BOS> ...Context.. ANSWER ...Context..  Query _?r'gﬁg‘?;':lr

45



Experiments

NPT
TEos Y

PEKING UNIVERSIT

Activation Outliers:

Model Activation Type Top-1 Top-2 Top-3 Top-10 Top-100 Median
Transformer  Attention Logits  318.0  308.2  304.9 284.7 251.5 5.4
DIFF Attention Logits 38.8 38.8 37.3 320 27.4 3.3
Transformer Hidden States 3608.6 3607.4 3603.6 3552.1 2448.2 0.6
DIFF Hidden States 1688.2 1672.5 1672.1 16243 740.9 1.2

46
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Ablation Studies:

Fine-Grained Slices

Model #heads d GN | Valid. Set] AR-Hit| Others)
Transformer 16 128 X 3.087 0.898 3.272
Transformer 8 256 X 3.088 0.899 3273
+ GroupNorm 8 256 V/ 3.086 0.899 3.271
DIFF Transformer 8 128 V 3.062 0.880 3.247
— GroupNorm 8 128 X 3.122 0911 3.309
with A\ipic = 0.8 8 128 VvV 3.065 0.883 3.250
with A\ = 0.5 8 128 Vv 3.066 0.882 3.251

47
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Further Questions

@ tmpl234 Oct9, 2024

Great work! Just wonder do you have any idea why two learned attentions tend to cancel noise, rather
than canceling signals? For instance, if attention 1 learns S+ N_1, and attention 2 learns S+ N_2 (where S is
signal, N_1, N_2 are different noises), by subtracting these two, the signal S gets canceled while noise
becomes N_1 - N_2 which could be more complicated. Is there any reason why the model would not do this

instead?

@ 1reply g 1 +

@ ytz20 | Paperauthor | Oct9,2024 - edited Oct 9, 2024

It's a good question. Our observation is that the model knows what signal is and what noise is. Notice
that attention_1 and attention_2 are both calculated with learnable parameters, they can "perceive"
each other in the training process. Then they can adjust themselves according to each other, to achieve
lower loss. The result is that the model chooses to preserve signal and cancel out noise as long as we
give it the chance to do so. And for a single softmax, it's difficult for it to learn the same solution, due to

its formulation and gradient properties.
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Current Applications

Crowd Localization:

Feature Map

Zhang et al, DiffusionLoc: A diffusion model-based framework for crowd localization, Image and Vision

Computing, 2025 20



Current Applications
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Image Classification:

Data Fraction ESPFormer Sinkformer Diff Transformer Transformer
1% 55.66 + 3.95 55.07 +3.34 53.78 + 0.28 49.71 + 0.31

10% 71.49 4+ 0.43 69.56 + 0.32 67.34 +0.11 57254+ 022
25% 75.40 £+ 0.38 74.56 + 0.58 74.86 + 0.17 72.25 + 0.16
100% 79.47 + 0.12 79.12 £+ 0.17 78.85 £ 0.11 78.49 £+ 0.09

Test Accuracy (%)

©
=

93

B Transformer

B DiffTransformer

) 7
Patch Size

[ Sinkformer

14

28

[0 ESPFormer

Shahbazi et al, ESPFormer: Doubly-Stochastic Attention with Expected Sliced Transport Plans, arXiv 2025

50



Pro & Con

Highlights
« Simple approach, plug-in to all modern transformer-based models
« Extensive Experiment showing good performance on all tasks

« Makes a significant improvement for long-text tasks

Current Limitations
* Only implemented on decoder-only architectures

* More modalities —— upcoming in the revised version
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Conclusion

« Attention is noisy

« Differential Attention learns to decouple signal & noise
 Excels on long-context processing

« Simple design, plug-and-use

* Vision-to-be-explored
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