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 World Model Taxonomy
« Generation Focused
 Representation Focused
« Multi-Modal Large Language Models
* Foundation MLLMs with Qwen2.5-VL
« Chain-of-Thought
* Unified Generation-Understanding Models



World Model Introduction

« World Model: Al Model vs. Game Engine

« Knowledge-Driven World Predictor & Rule-based World Simulator




World Model Introduction
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World Model Introduction

Model-based RL Self-supervised learning LLM/MLLM Video generation Interactive 3D environment Application
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Pixel-Level Generation-Based Model

« Future Prediction Capacity:
* Temporal Prediction

* Video Generation Models
« \Wan Model, Sora ...

Wan Team, WAN: Open and Advanced Large-scale Video Generation Models, arXiv 2503.20314 6



Pixel-Level Generation-Based Model

 \Wan Model

* Diffusion Transformer (DiT) Backbone
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Pixel-Level Generation-Based Model

 \Wan Model

* Diffusion Transformer (DiT) Backbone
 Wan-Enc/Dec
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Pixel-Level Generation-Based Model

 \Wan Model

* Diffusion Transformer (DiT) Backbone
 Wan-Enc/Dec
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3D Generation-Based Model

« Future Prediction Capacity:
» Spatial Prediction

Yu et al., Wonderdourney: Going from Anywhere to Everywhere, CVPR, 2024
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3D Generation-Based Model

« Future Prediction Capacity:
« Spatial Prediction

Input Scene description generation Visual validation
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Representation Prediction Model

« Future Prediction Capacity:
Representation/Semantic Prediction

Pred(s,, z)

« Joint-Embedding Predictive Architecture (JEPA)

Yann LeCun, A Path Towards Autonomous Machine Intelligence Version 0.9.2, 2022 12



Representation Prediction Model

* Video Joint Embedding Predictive Architecture (V-JEPA) V-JEPA 2

> predictor == L1

3

=
Method Param. Action Anticipation ;) Mask stopl.grad

Verb Noun Action tokens

InAViT (Roy et al., 2024) 160M 51.9 52.0 25.8
Video-LLaMA (Zhang et al., 2023) B 52.9  52.0 26.0 encoder EMA em;
PlausiVL (Mittal et al., 2024) 8B 55.6  54.2 27.6 —
Frozen Backbone
V-JEPA 2 ViT-L 300M 57.8 538 32.7
V-JEPA 2 ViT-H 600M 09.2 54.6 36.5
V-JEPA 2 ViT-g 1B 61.2 29.7 38.0
V-JEPA 2 ViT-gsz4 1B 63.6 57.1 39.7

Masked Unmasked
video frames video frames

V-JEPA 2: Self-Supervised Video Models Enable Understanding, Prediction and Planning, arXiv 2506.09985 13



Representation Prediction Model

« DINO-World
Observations Past Features Future Features
e Input Z)]. .. &
|
 past frames (i)
. future query tokens 7 ar~U J Y Loss
(
° E N COd er Future ¢ KV Predictor
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Baldassarre et al., Back to the Features: DINO as a Foundation for Video World Models, arXiv 2507.19468 14



Representation Prediction Model

« DINO-World

« Experiments: Future semantic segmentation & depth estimation

VSPW mloU (1) Cityscapes mloU (1) KITTI RMSE ()

Encoder Present Short Mid Present Short Mid Present Short Mid
Copy Last ViT-B 479 421 53.2 39.7 3.778 4.745
COSMOS-4B ViT-B 46.6 40.2 554 46.2 4178 4.742
COSMOS-12B ViT-B 46.6  40.7 55.6 459 4.157 4.617
V-JEPA ViT-L 8.2 7.7 15.5 14.0 7217 7.491
V-JEPA ViT-H 4.9 4.6 13.3 122 5.458 5.785
DINO-Foresight ViT-B 447  37.7 64.5 57.2 3.562 3.740
DINO-world ViT-B 51.6 47.0 64.7 55.1 3.214 4.268

Baldassarre et al., Back to the Features: DINO as a Foundation for Video World Models, arXiv 2507.19468
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Representation Prediction Model

« DINO-World
 Experiments: Understanding physical law

Encoder Predictor IntPhys GRASP InfLevel
COSMOS-4B VAE 4B 99.5 60.1 44.8
V-JEPA ViT-L 22M 92.2 67.0 58.9
V-JEPA ViT-H 22M 89.4 73.0 59.9
DINO-Foresight ViT-B 193M 87.8 64.9 62.8
DINO-world ViT-B 1.1B 91.3 76.0 63.7

Baldassarre et al., Back to the Features: DINO as a Foundation for Video World Models, arXiv 2507.19468
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Representation Prediction Model

« DINO-World
 Experiments: Planning

Model PushT Wall PointMaze

Scratch 46.9 87.1 59.4
Action-only 494  Ol.1 61.6
Fine-tuned 59.4 03.8 68.7

.

Baldassarre et al., Back to the Features: DINO as a Foundation for Video World Models, arXiv 2507.19468 17



World Model Summary

« Key Capacity: Future Prediciton

 Two Types

Generation-Based: Wan, Sora (pixel-level), WonderJourney (3D model)

Representation-Based: JEPA

Reconstruction
= World Model

Predict Next Step
= World Model

Can Run
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Multi-Modal Large Language Models

« MLLM: Multi-Modal Large Language Models
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From Multimodal LLM to Human-level Al: Modality, Instruction, Reasoning and Beyond, ACM MM 2024
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Multi-Modal Large Language Models

e Architecture-l: LLM as Discrete Scheduler/Controller
* Quick to build (without training), flexible extension to many tool features
* [nformation loss in text medium, the bottle-neck

downstream @ downstream
module module

downstream @l downstream
module module

N S NS NS NN R S -

N —— -

From Multimodal LLM to Human-level Al: Modality, Instruction, Reasoning and Beyond, ACM MM 2024
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Multi-Modal Large Language Models

e Architecture-l: LLM as Discrete Scheduler/Controller
* Quick to build (without training), flexible extension to many tool features
* [nformation loss in text medium, the bottle-neck
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Multi-Modal Large Language Models

» Architecture-lI: LLM as Joint Part of Pipeline

» Perceive multimodal information, and react by itself,

 Encoder-LLM-Decoder Structure

Encoder \ Core

Text ﬁ

Multimodal I Multimodal
\

’------_~

Text

Multimodal Multimodal
Decoder Outputs

~ 3 8 B B B N ]

h_——————-—————‘*

From Multimodal LLM to Human-level Al: Modality, Instruction,

Reasoning and Beyond, ACM MM 2024



Multi-Modal Large Language Models

» Architecture-lI: LLM as Joint Part of Pipeline
 >90% MLLMs belong to this category

» Higher Performance Tmage Text
E E Text i : »|==
i Audio é i E —

: : {1 =

 Multi-modal tokens as LLM inputs 5 Jideo' .
i |, Modlity |
i ' Encoder |
i

[ —

Learnable Queries | Clmyefilyegmflipmpefipmpe )'

A Survey on Multimodal Large Language Models. https://github.com/BradyFU/A wesome-Multimodal-LargelLanguage-Modgls, 2023.



Multi-Modal Large Language Models

» Architecture-lI: LLM as Joint Part of Pipeline
* Visual Encoder

Images
« CLIP: contrastive learning Sigmoid Loss for Language Image (3] (&) -
' Pre-Training
» SigLIP: sigmoid + binary cls. v_v v
g g y i adl [ Image—-encoder ]
;‘j An image of a dog | |
An imag D C] i]
Captions /" ; + N
[“a photo of a dog" J b >D ————————— »> D D D
"a photo of a cat" ] > Tex:—- DO ————————— D D D
["a photo of a truck") = ) ’D’ ________ KD [:] D/

SigLIP loss

From Multimodal LLM to Human-level Al: Modality, Instruction, Reasoning and Beyond, ACM MM 2024
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Representative MLLM Works

Picture 1 is an image from a blog
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Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923 25



Representative MLLM Works

Picture 1 is an image from a blog

0000 002 0 0% O IR eooeeere MMM RN NN EANENEEE
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Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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Representative MLLM Works

e Qwen2.5-VL
Native Resolution
3D MRoPE

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923

27



* RoOPE (Rotary Positional Embedding)
* Most Popular PE Method for LLM/MLLM

« Compared with other PEs, e.g., Sinusoidal PE

dm — R'm.. dm; k T —

<§nn Zjn) — (Rm dm )T (Rn An) = Q;TH (RT Rn) Z'Jn

m

Other PEs : Absolute Encoding RoPE

RoFormer: Enhanced Transformer with Rotary Position Embedding, Neurocomputing 2024 28



 ROPE (Rotary Positional Embedding)

« Key advantages compared with other PEs, e.g., Sinusoidal PE

dm — R'm.. dm; k T —

<§nn Zjn) — (Rm dm )T (Rn An) = qgi (RT Rn) l'*n

m

Other PEs : Absolute Encoding RoPE

RoFormer: Enhanced Transformer with Rotary Position Embedding, Neurocomputing 2024 29



« Multimodal Rotary Position Embedding (MRoPE) in QwenVL
* Motivation: Extend 1D RoPE to 2D images

« 1: Split channels
r — [fﬂh_.e ights Lw 'i-dth-]

« 2:Apply RoPE separately

MROPE(T'; h, 'w) — [ROPE(mh.e-igh..t7 h)a ROPE( Swidth ’LUH

« 3. Recall attention computation

Score < RelativeDistance(h; — hs) + RelativeDistance(w; — ws)

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923 30



Representative MLLM Works

« 3D MRoPE in Qwen2.5-VL
 Further entend to 3D video from MRoPE

» video patches: (i, h, w)

3D-RoPE(z,t, h,w) = Concat | RoPE(z¢,t), RoPE(zy, h), RoPE(z,,w)

Score o< cos(f; - At) + cos(6y, - Ah) + cos(6y, - Aw)
S— —— —_—— —————
B 1) P T E 7K

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923 31



Representative MLLM Works

« 3D MROPE Interleaved in Qwen3-VL
* Diving into the details of RoPE

 a token dimension =D

cosfy —sinb 0 0 \ N
R sinfy cos 6 0 0 l
s 0 0 cosf; —sin6; N

0 0 sinf; cos6; /

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923

high frequency, x0,x1

low frequency, x2x3

32



« 3D MROPE Interleaved in Qwen3-VL

* Diving into the details of RoPE
* recall 3D MRoPE

t,t,t,...,hhh, .., w,w,w,...]
IR4E(mm)  rp4E(rh) fe 4 ({1591

o Oy —sinbp _ 0 U > high frequency
sinfy cos 6 0 0 l

0 0 cosf)y —sinb,

R —

= low frequency

0 0 sinf; cos6; /

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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Representative MLLM Works

« 3D MROPE Interleaved in Qwen3-VL

* Diving into the details of RoPE
« recall 3D MRoPE

t,t,t,...,hhh, .., w,w,w,...]

D ~ N~
R4e(mm) P de(Hha) fed 24E (A5

* improve it:

t,h,w, t,h,w, t,h,w,...

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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Representative MLLM Works

e Qwen2.5-VL

 Native Resolution

« 3D MRoPE

« Window Attention & Full Attention

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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Representative MLLM Works

« Qwen2.5-VL

« Training Strategies

« Stage 1: train a ViT-Encoder from scratch
image captions
visual knowledge
contrastive learning

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923

36



Representative MLLM Works

Qwen2.5-VL
Training Strategies

Stage 1: train a ViT-Encoder from scratch
Stage 2: jointly train ViT & QwenVL decoder

multiple diverse visual understanding datasets

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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Representative MLLM Works

« Qwen2.5-VL

« Training Strategies

« Stage 1: train a ViT-Encoder from scratch

« Stage 2: jointly train ViT & QwenVL decoder

« Stage 3: long-context understanding
long-range videos

complex reasoning
* tokens extension from 8192 to 32768

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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Representative MLLM Works

« Qwen2.5-VL

« Training Strategies

« Stage 1: train a ViT-Encoder from scratch

« Stage 2: jointly train ViT & QwenVL decoder

« Stage 3: long-context understanding

« Stage 4: post-training
Supervised Fine-Tuning (SFT) with Rejection Sampling
Direct Preference Optimization (DPO)

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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Representative MLLM Works

« Qwen2.5-VL
« Data Preparation

Stages Visual Pre-Training Multimodal Pre-Training Long-Context Pre-Training
X +
Image Caption Pure text ;
Data Knowledge Interleaved Data Egrr:g deeergc
0813 VQA, Video Lon gocﬁment
Grounding, Agent &

Tokens 1.5T 2T 0.6T

Sequence length 8192 8192 32768

Training ViT ViT & LLM ViT & LLM

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923 40



Representative MLLM Works

« Qwen2.5-VL Table 3: Performance of Qwen2.5-VL and State-of-the-art.
PY I Previous Claude-3.5 GPT-40 InternVL2.5 Qwen2-VL Qwen2.5-VL Qwen2.5-VL Qwen2.5-VL
EX p e rl m e n tS BLlLE Open-source SoTA Sonnet-0620 0513 78B 72B 72B 7B 3B
College-level Problems
MMMU,; (Yue et al., 2023) 70.1 Chen et al. (2024d) 68.3 69.1 70.1 64.5 70.2 58.6 531
MMMU-Pro,eran (Yue et al., 2024) 48.6 Chen et al. (2024d) 51.5 51.9 48.6 46.2 51.1 38.3 31.56
Math
MathVistapini (Lu et al., 2024) 72.3 Chen et al. (2024d) 67.7 63.8 72.3 70.5 74.8 68.2 62.3
MATH-Visiong,; (Wang et al., 2024d) 32.2 Chen et al. (2024d) - 30.4 32.2 25.9 38.1 251 21.2
MathVersenini (Zhang et al., 2024c) 51.7 Chen et al. (2024d) - 50.2 51.7 - 57.6 49.2 47.6
General Visual Question Answering

MegaBench (Chen et al., 2024b) 47.4 MiniMax et al. (2025) 52.1 54.2 45.6 46.8 51.3 36.8 28.9
MMBench-ENjes: (Liu et al., 2023d) 88.3 Chen et al. (2024d) 82.6 83.4 88.3 86.9 88.6 83.5 79.1
MMBench-CNyest (Liu et al., 2023d) 88.5 Chen et al. (2024d) 83.5 82.1 88.5 86.7 87.9 83.4 781
MMBench-V1.1-ENjeg; (Liu et al., 2023d)  87.4 Chen et al. (2024d) 80.9 83.1 87.4 86.1 88.4 82.6 774
MMStar (Chen et al., 2024¢) 69.5 Chen et al. (2024d) 65.1 64.7 69.5 68.3 70.8 63.9 55.9
MMEgm (Fu et al., 2023) 2494 Chen et al. (2024d) 1920 2328 2494 2483 2448 2347 2157
MuirBench (Wang et al., 2024a) 63.5 Chen et al. (2024d) - 68.0 63.5 - 70.7 59.6 47.7
BLINK,,; (Fu et al., 2024c) 63.8 Chen et al. (2024d) - 68.0 63.8 - 64.4 56.4 47.6
CRPE ¢jation (Wang et al., 2024h) 78.8 Chen et al. (2024d) - 76.6 78.8 - 79.2 76.4 73.6
HallBench,yg (Guan et al., 2023) 58.1 Wang et al. (2024f) 55.5 55.0 57.4 58.1 55.2 52.9 46.3
MTVQA (Tang et al., 2024) 31.9 Chen et al. (2024d) 25.7 27.8 319 309 31.7 29.2 248
RealWorldQA v, (X.Al, 2024) 78.7 Chen et al. (2024d) 60.1 75.4 78.7 77.8 75.7 68.5 65.4
MME-RealWorlden (Zhang et al., 2024f)  62.9 Chen et al. (2024d) 51.6 45.2 62.9 - 63.2 57.4 531
MM Vetyupo (Yu et al., 2024) 74.0 Wang et al. (2024f) 70.1 69.1 72.3 74.0 76.2 67.1 61.8
MM-MT-Bench (Agrawal et al., 2024) 7.4 Agrawal et al. (2024) 7.5 7.72 - 6.59 7.6 6.3 5.7

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923 41



Rank Spread ®

Model 1!
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Chain-of-Thought

CoT

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

\

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

\_ Y,

A: The answer is 27. x ]

do they have?

A:

answeris 9. ¢/

\

\& 5

Google, Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurlPS 2022

43



Chain-of-Thought

=,

( Chain-of-Thoughts (Zero-Shot)

-
Direct Reasoning

e CoT

Chain-of-Thoughts (Few-Shot)
Input

o]
S
g

The answer is 90

v

>

Google, Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurlPS 2022
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Chain-of-Thought

—e— Standard prompting
—&— Chain-of-thought prompting

Letter Concat: 2 Letter Concat: 4

« CoT Advantages

(in domain) (OOD)
e reasoning process, more computation for complex questions 100
interpretabilit ol I
P y § o
» stronger performance on mathematic reasoning =95 i
. . « 0 e_______g———e
« can be training-free —
Coin Flip: 2 Coin Flip: 4
(in domain) (O0OD)
100 | :
S
2 80
S
260
3
0F ;
8 62 540 8 62 540

Model scale (# parameters in billions)

Google, Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurlPS 2022
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Chain-of-Thought

* Video CoT: Spatial-temporal thought

Question: According to the video, which of the following is the main
reason why people commemorate Qu Yuan?

A. Because people love Zongzi.

B. Because he committed suicide by drowing himself in Miluo River.
C. Because he brought peace and prosperity to the state.

D. Because he was exile.

Ground Truth Answer: C

Qwen2.5-VL-7B: B

Video-R1-7B: <think>The video suggests the commemoration of Qu
Yuan is associated with significant historical and cultural
storytelling. Qu Yuan was noted for his contributions in poetry and
governance. Despite his upright, loyal, and notably significant
contributions, leading to peace and prosperity, he was maliciously
accused. The vivid recall for his sorrow leads him towards a tragic,
symbolic ending of diving into the Miluo River. The focus is on the
ethical life symbolism of his personal loss and resilience.
</think><answer>B</answer>

VideoRFT-7B: <think>To determine the main reason for commemorating Qu Yuan, I
examined the video content. The video begins with a vibrant blue screen displaying
Chinese characters and dragon motifs, which transitions into an animated sequence
about Qu Yuan. The narrative shifts to his betrayal and exile, leading to his eventual
suicide by drowning in the Miluo River. Later, the video mentions that people eat Zongzi
and hold dragon boat races on the fifth day of May to honor Qu Yuan. Therefore, the
key reason for commemorating Qu Yuan is his suicide, which is the central event
depicted. Therefore, the answer is B, as the other options do not align with the main
reason provided in the video. </think><answer>B</answer>

Open-03 Video: <think>Think process: The video provides
historical context about Qu Yuan. Initially, it shows a
<obj>man</obj><box>[249,60,395,252]</box>at<t>9.0</t>s
who is identified as the "great patriotic poet of Chu State."
The narrative then describes his character, stating that he
was “upright, loyal and highly esteemed," which led fo the
people's respect for him, brought peace and prosperity, and
influenced the dragon boat festival. The video concludes by
mentioning the damming of the river and Qu Yuan's
suicide by diving into it. This information is visualized
through various scenes, such as people bowing to <obj>the
man</obj><box>[472,70,612,269]</box>at<t>24.0</t>s and " |
the silhouette of him near mountains, which align with the
narration. Therefore, the cause for celebrating him is his
significant role in bringing peace and prosperity.</think>
<answer>C</answer>

[249, 60, 395, 252]

[
[472, 70, 612, 269]

N
\

= <
a
1 .

|
7

24.0s/77.0s

ByteDance, Open-03 Video: Grounded Video Reasoning with Explicit Spatio-Temporal Evidence, arXiv 2025
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Chain-of-Thought

o Latent CoT

GT mask

GT depth map

v
L1Loss
+ CE Loss

by
r - ()

Focal Loss + )
Dice Loss + CE Loss~

. CE Loss
Question: Please A CE Loss
summarize what the Because the :
3 ¥ segmentation | projection Because the projection
S picture describes. ) ks e depth map of

<think> image is the image is

1 )
0 0000 Géeées 00O 6O

GT edge map

Because the projection
edge map of
the image is

0000

Visual Thinking
DINO
features
MSE Loss
00000

CE Loss
Because the
features of :
the image is </think>

5 O 0 o R o

Answering
CE Loss

2

<answer> The image depicts
featuring

The doll has a cheerful expression and is
holding a yellow balloon
consists of
adorned with four fluffy

hite clouds, each cloud having a
brown button-like detail.
Below the sky, there are two green
conical trees made from felt or similar
material, adding a touch of nature to the
scene.
The doll stands on a circular
green folt, which resembles grass,

patch of

</answer>

| DOOOOOOOOOo |

T 5 T i 0

1 t

1 25 r

ey

Vision-Language Models (VLMs)

)

UC Berkeley, Chain-of-Visual-Thought, arXiv 2025
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Multi-Modal Large Language Models

« Challenges
« Spatial Reasoning

Fine-grained Perception: small object, category calssification, counting ...

Long-Term Modeling & Forgetting Problem

Efficiency

From Multimodal LLM to Human-level Al: Modality, Instruction, Reasoning and Beyond, ACM MM 2024
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Multi-Modal Large Language Models

 Hallucinations

-

“Is the person drinking coffee in this video?”

: RS

“Are these two cats playing together?”

“Yes, the person is drinking coffee in this @

“Yes, the two cats are playing together in @
video.” >

the video

Video-LLaVA Video-LLaVA

“Yes, the person is drinking coffee in this @

“Yes, these two cats are playing together” @
video.

ShareGPT4Video

ShareGPT4Video

From Multimodal LLM to Human-level Al: Modality, Instruction, Reasoning and Beyond, ACM MM 2024 49



Multi-Modal Large Language Models

 Hallucinations

User: How many persons in the image? e

| il @ G6PT-40-0803: The image shows five persons.
i M LLaVA-OneVision-7B: 5.

User: Are there four persons jumping? e

@ GPT-40-0803: Yes, there are four persons.
M LLaVA-OneVision-7B: Yes.

From Multimodal LLM to Human-level Al: Modality, Instruction, Reasoning and Beyond, ACM MM 2024 50




Unified Generation-Understanding Models

 What is Unified Multimodal Model?

* Generation & understanding capability in a unified model
* “Any-to-any” flexibility

@ 9 | owsu £ ] TBACUnilmage T
Publicly é’ UniWorld-V1 @ ;M ng-Omni é vnivic €

® |
H 2 . ! . UniFluid @ : ‘ : .
° |mage teXt Available/Unavailable G YRy Omuiamie G P showor % 3 Bifrost-1
: OmniGe 12;,‘.# Unicoae? 1 ! xomsi P+
unitok Jyul Harmon &5

" ren) :
1 Model: Supports modal i UniFork w _— @ Gwen-trmnge €2
« text2image e D oo vararr @

N
image and text. o vnvise @
* interleaved multimodal sequences s 3AM | 0 0L

Show-o %‘}! MonoFormer '@{ - 2025 ILLUME s& Selftok gg
L s Ancle (&) ‘ VILA-U @z 10-12 VARGPT-1.1 '@ ||l
Unified-10 2 ..‘!. n OQ / Ming-Lite-Uni é OpenUni 3,5

i | 3‘““ =S PUMA P MMAR fonos a
* Shared Semantic Space o ;i o ,( A U S S
| h ’ Orthus % MUSE-VL Ill Nexns-Gen [2

2024

/45—68

DreamLLM (-2 | LaVIT ‘=)

« Align different data into a unified representation T m2an e il { e 00 e é
MetaMorph . Liquid (] BLIP3-0
. / g j:lj: Iﬂ‘ ml-:': 8 Tokentlow |31 LM .%?, e
T :_= cr @ SynerGen-VL FZ = DualTaken 0@’- i MMaDA I'.!_I“
Video-LaVIT @ s Y UniToken @ OmniFlow . Muddit w@\
: Spider w i MindOmni (0%
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Unified Generation-Understanding Models

« Why we need Unified Multimodal Model?

* Reduced Complexity
« Simplified E2E framework instead of complex pipelines

* Pipeline
» Understanding (in: text, img; out: text)
 Generation (in: text; out: img) ~ User Prompt ~
UMM Please examine the im-a
° ge for any violations o
. . f physical laws. If an
* Input: text, img y violation is found, d
] escribe the issue and g
e out: text, Img enerate a corrected ve

rsion of the image tha
t aligns with phys-ical

\\\ieality.
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Unified Generation-Understanding Models

 Why we need Unified Multimodal Model?

* Cross-Modal Synergy
» Generation&understanding tasks are training on a unified backbone
« Generation training improves understanding
» Spatial awareness
* Finer details
« Understanding training improves generation
* logical consistency
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Unified Generation-Understanding Models

« Two Types of Unified Multimodal Model
Modular Joint Modeling
Prompt-Mediated
Representation-Mediated
End-to-End Unified Modeling
« Autoregressive
Diffusion
» Autoregressive-Diffusion Hybrid
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Modular Joint Modeling

Bridge understanding and generation model with a alignment module

Directly utilize the pre-trained model

Improve generation with understanding model

° TWO typeSZ Multimodal Output
’ Prompt_Mediated Diffusion 1 Text Description\"
: : Model S :
* Representation-Mediated vl |
Medium : or
" E Representation E
LLM K |

..............

multimodal tokens Text tokens
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End-to-End Unified Modeling

« Jointly modeling understanding and generation through end-to-end training
+ Unified modeling input and target modality within the model itself

« Reduce information loss during modality transformation

« Enhancing both performance
* Three types:

* Autoregressive

 Diffusion

« Autoregressive-Diffusion Hybrid
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End-to-End Unified Modeling

« Autoregressive: Emu3

Next-Token Prediction
(Transformer Decoder)

[BOS]

TokenizeT

B WE

BAAI, Next-token predicition is all you need, arXiv 2024
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End-to-End Unified Modeling

* Autoregressive: Emu3
» Architecture baseline: Transformer like Llama-2
« Architecture improvement
* Vision Tokenizer: SBER-MoVQGANS5
« Longer Context Length: 131072
* Rotary Positional Embeddings (RoPE)

BAAI, Next-token predicition is all you need, arXiv 2024

Configurations Emul
Parameters 8B
Layers 32
Hidden Size 4096
Intermediate Size 14336
Heads 32
KV Heads 8
Vocabulary Size 184622
RoPE Base 1000000
Context Length 131072
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End-to-End Unified Modeling

« Autoregressive: Emu3

* Training Mechanism
« Data: Text/Image/Video
« Loss: Standard cross-entropy loss for next-token prediction task
* Pre-Training
« Stage 1: Training on text and image, with context length=5120
« Stage 2: Training on text, image and video, with context length=131072

* Post-Training
* Quality Fine-Tuning
» Direct Preference Optimization
* Vision-Language Understanding

BAAI, Next-token predicition is all you need, arXiv 2024
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End-to-End Unified Modeling

« Autoregressive: Emu3
« Performance

708 81.0
75.7
70.0
66.9
62.1
503 618
528

SD-1.5 SDXL Qurs LLaVA-1.5 LLaVA-1.6 Qurs OpenSora 1.1 OpenSora 1.2 Qurs

Image Generation Vision-Language Understanding Video Generation

(Human Evaluation) (Average of 12 Benchmarks) (VBench)

BAAI, Next-token predicition is all you need, arXiv 2024



End-to-End Unified Modeling

* Autoregressive
* Pros
« Aligns naturally with LLMs, simplicity
« Jointly optimize understanding and generation within a shared semantic space
« Cons
« Substantial differences across modalities
« Token-based generation introduces information bottlenecks
« Error accumulation during autoregressive generation
« Sequential generation process lead to low efficiency
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End-to-End Unified Modeling

Diffusion: OmniFlow

-

I |

o

“A mystical fox
Pokemon with
glowing eyes.
running through
an enchanted

i o N
TI——  ‘the city skyline is full of

skyscrapers”

“an serisl view of the city
skyline with tall
buildings®

[car passing by] forest”
“the city is full of tall
buildings™
Audio Text
S J
s N
“A man is giving &
speech.”
“Ocean wave
crashing to m A man s SoeAk0.S
PR, [ocean waves] ";“ ’";:e"s Speaking in a
e
Text Audio Audio Text
- - >
- A
‘a phOfO of beautiful mountain
I ange" l
+ 4 \
“a teddy bear in new m
york city”
[city street
noise]
[rain]
Text + Audio Image Text Image + Audio
- / 4

UCLA, OmniFlow: Any-to-any generation with multi-modal rectified flows, CVPR 2025
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End-to-End Unified Modeling

e Diffusion: OmniFlow

: TextVAE : AudioVAE
3 t, B

* Modeling: Rectified Flow
z; = (1- tl)mtn + tz'mil X| - X, X,
* Architecture: MMDIT (_ tnear ) ( PosEmbed )(_ PosEmbed ]

‘( Omni-Transformer Block 1 )

{ Omni-Transformer Block 2)

RF/

Diffusion
(Single Modal)

t=1

{ Omni-Transformer Block 3)

OmniFlow |

A4

(s o] s

V1 Vz V3

t=(1.00,1.00,1.00)

Image  Audio

UCLA, OmniFlow: Any-to-any generation with multi-modal rectified flows, CVPR 2025 63



End-to-End Unified Modeling

 Diffusion: OmniFlow
* Training
« Stage 1: Load pretrained parameters from SD3 for text2img
« Stage 2: Training a text2audio model
« Stage 3: Merge these two models with average weight on text branch
« Stage 4: Finetune the unified model on multimodal dataset

UCLA, OmniFlow: Any-to-any generation with multi-modal rectified flows, CVPR 2025
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End-to-End Unified Modeling

+ Diffusion
* Pros
* High quality and generation capabilities
 Cons
« Slow inference speed
* Relatively weak multimodal understanding
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End-to-End Unified Modeling

« Autoregressive-Diffusion Hybrid: BAGEL

Language Response Image/Multi-lmage/Video Clip
OO O O O O O
Next Token Prediction Velocity Prediction
FFN | FFN J
Multi-modal Self Attention B
QKV ]| QKV ]
Und. Expert Gen. Expert
O O O O O O O & O O O
[ Text Tokenizer ] [ Und Encoder J [ Gen Encoder ]

ByteDance: Emerging Properties in Unified Multimodal Pretraining, Arxiv 2025



End-to-End Unified Modeling

« Autoregressive-Diffusion Hybrid: BAGEL

* Architecture
« Two decoder-only transformer expert for Und.&G
« Share the multi-modal self attention
* Vision Tokenizer

en

Image/Multi-Image/Video Clip

. ViT-based Und. Enc. - S
Next Token Prediction Velocity Prediction
« VAE-based Gen. Enc. | ) | FFN
( Multi-modal Self Attention )
- Backbone: Qwen2.5 ( ) = )
Und. Expert Gen. Expert
O 0O O 0O O O 0O

[ ]

ByteDance: Emerging Properties in Unified Multimodal Pretraining, Arxiv 2025

[ Gen Encoder ]
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End-to-End Unified Modeling

« Autoregressive-Diffusion Hybrid: BAGEL

* Training
Data Source | # Data (M)  # Tokens (T)
« Data Text Data 400 0.4
Image-Text-Pair Understanding Data 500 0.5
° Strategy Image-Text-Pair Generation Data 1600 2.6
Interleaved Understanding Data 100 0.5
- Stage 1: Alignment Und. Enc. with Qwen 03 coeion pate wer. 20 04
« Stage 2: Pre&Continued training Image/Multi-image/Video Clip
O O 0O O O O O
¢ Clean tOkenS for Und Next Token Prediction Velocity Prediction
, [ ) | FEN
* Noised tokens for Gen. ( Multi-modal Self Attention
: : : ( ) QKV
« Stage 3: Supervised Fine-tuning Und. Expert Gen. Expert
O 0O 0O O O 0O 0O

[ ] [ Gen Encoder ]

ByteDance: Emerging Properties in Unified Multimodal Pretraining, Arxiv 2025 68



End-to-End Unified Modeling

« Autoregressive-Diffusion Hybrid

* Pros
« Avoid information transmission bottlenecks
* Enhance generative quality
« Maintain understanding quality

« Cons
* Noise ingection may compromise understanding performance
« Parameter sharing introduces conflicts
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* Summary

« The definition and taxonomy of world models
« Representation focused world models: Multi-Modal Large Language Models
« Unified Generation-Understanding Models: End-to-End Unified Modeling

 Next Episode Preview

» Generation focused world models
* Generation improvement with understanding model



Thanks!
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