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• World Model: AI Model vs. Game Engine

• Knowledge-Driven World Predictor & Rule-based World Simulator 
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• Future Prediction Capacity:

• Temporal Prediction

• Video Generation Models

• Wan Model, Sora ...

Wan Team, WAN: Open and Advanced Large-scale Video Generation Models, arXiv 2503.20314



Pixel-Level Generation-Based Model

7

• Wan Model
• Diffusion Transformer (DiT) Backbone
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• Future Prediction Capacity:

• Spatial Prediction

Yu et al., WonderJourney: Going from Anywhere to Everywhere, CVPR, 2024
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• Future Prediction Capacity:

• Spatial Prediction
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12Yann LeCun, A Path Towards Autonomous Machine Intelligence Version 0.9.2, 2022

• Future Prediction Capacity:

• Representation/Semantic Prediction

• Joint-Embedding Predictive Architecture (JEPA)
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13V-JEPA 2: Self-Supervised Video Models Enable Understanding, Prediction and Planning, arXiv 2506.09985

• Video Joint Embedding Predictive Architecture (V-JEPA)
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• DINO-World

• Input

• past frames

• future query tokens

• Encoder

• Frozen DINO

• Predictor

• Output

• Future Frames
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• DINO-World

• Experiments：Future semantic segmentation & depth estimation
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• DINO-World

• Experiments：Understanding physical law
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• DINO-World

• Experiments：Planning
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• Key Capacity: Future Prediciton

• Two Types

• Generation-Based: Wan, Sora (pixel-level), WonderJourney (3D model) 

• Representation-Based: JEPA
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• MLLM:  Multi-Modal Large Language Models

From Multimodal LLM to Human-level AI: Modality, Instruction, Reasoning and Beyond, ACM MM 2024
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• Architecture-I: LLM as Discrete Scheduler/Controller

• Quick to build (without training), flexible extension to many tool features

• Information loss in text medium, the bottle-neck

From Multimodal LLM to Human-level AI: Modality, Instruction, Reasoning and Beyond, ACM MM 2024
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• Architecture-II: LLM as Joint Part of Pipeline

• Perceive multimodal information, and react by itself, 

• Encoder-LLM-Decoder Structure

From Multimodal LLM to Human-level AI: Modality, Instruction, Reasoning and Beyond, ACM MM 2024
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• Architecture-II: LLM as Joint Part of Pipeline

• > 90% MLLMs belong to this category

• Higher Performance

• Multi-modal tokens as LLM inputs

A Survey on Multimodal Large Language Models. https://github.com/BradyFU/A wesome-Multimodal-LargeLanguage-Models, 2023.
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• Architecture-II: LLM as Joint Part of Pipeline

• Visual Encoder

• CLIP: contrastive learning

• SigLIP: sigmoid + binary cls.

From Multimodal LLM to Human-level AI: Modality, Instruction, Reasoning and Beyond, ACM MM 2024
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• Qwen2.5-VL

• Arch.

• Vision Encoder

• LLM

• Connector (MLP)

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• Qwen2.5-VL

• Native Resolution

• Details: 

• Packed data training

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• Qwen2.5-VL

• Native Resolution

• 3D MRoPE

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• RoPE (Rotary Positional Embedding)

• Most Popular PE Method for LLM/MLLM

• Compared with other PEs, e.g., Sinusoidal PE 

RoFormer: Enhanced Transformer with Rotary Position Embedding, Neurocomputing 2024 

Other PEs : Absolute Encoding RoPE
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• RoPE (Rotary Positional Embedding)

• Key advantages compared with other PEs, e.g., Sinusoidal PE 

RoFormer: Enhanced Transformer with Rotary Position Embedding, Neurocomputing 2024 

Other PEs : Absolute Encoding RoPE
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• Multimodal Rotary Position Embedding (MRoPE) in QwenVL

• Motivation: Extend 1D RoPE to 2D images

• 1: Split channels

• 2: Apply RoPE separately

• 3. Recall attention computation

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• 3D MRoPE in Qwen2.5-VL

• Further entend to 3D video from MRoPE

• video patches: (t, h, w)

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• 3D MRoPE Interleaved in Qwen3-VL

• Diving into the details of RoPE

• a token dimension = D

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923

D=4

high frequency, x0,x1

low frequency, x2x3
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• 3D MRoPE Interleaved in Qwen3-VL

• Diving into the details of RoPE

• recall 3D MRoPE

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923

D=4

high frequency

low frequency



Representative MLLM Works

34

• 3D MRoPE Interleaved in Qwen3-VL

• Diving into the details of RoPE

• recall 3D MRoPE

• improve it:

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• Qwen2.5-VL

• Native Resolution

• 3D MRoPE

• Window Attention & Full Attention

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• Qwen2.5-VL

• Training Strategies

• Stage 1: train a ViT-Encoder from scratch

• image captions

• visual knowledge

• contrastive learning

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• Qwen2.5-VL

• Training Strategies

• Stage 1: train a ViT-Encoder from scratch

• Stage 2: jointly train ViT & QwenVL decoder

• multiple diverse visual understanding datasets

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• Qwen2.5-VL

• Training Strategies

• Stage 1: train a ViT-Encoder from scratch

• Stage 2: jointly train ViT & QwenVL decoder

• Stage 3: long-context understanding

• long-range videos

• complex reasoning

• tokens extension from 8192 to 32768

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• Qwen2.5-VL

• Training Strategies

• Stage 1: train a ViT-Encoder from scratch

• Stage 2: jointly train ViT & QwenVL decoder

• Stage 3: long-context understanding

• Stage 4: post-training

• Supervised Fine-Tuning (SFT)  with Rejection Sampling

• Direct Preference Optimization (DPO)

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• Qwen2.5-VL

• Data Preparation

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• Qwen2.5-VL

• Experiments

Qwen2.5-VL Technical Report, https://arxiv.org/abs/2502.13923
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• Qwen2.5-VL

• Experiments

https://lmarena.ai/zh/leaderboard/vision/overall-no-style-control
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• CoT

Google, Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurIPS 2022
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• CoT

Google, Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurIPS 2022
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• CoT Advantages

• reasoning process, more computation for complex questions

• interpretability

• stronger performance on mathematic reasoning

• can be training-free

Google, Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurIPS 2022



Chain-of-Thought

46

• Video CoT: Spatial-temporal thought 

ByteDance, Open-o3 Video: Grounded Video Reasoning with Explicit Spatio-Temporal Evidence, arXiv 2025
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• Latent CoT 

UC Berkeley, Chain-of-Visual-Thought, arXiv 2025
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• Challenges

• Spatial Reasoning

• Fine-grained Perception: small object, category calssification, counting ...

• Long-Term Modeling & Forgetting Problem

• Efficiency

• ...

From Multimodal LLM to Human-level AI: Modality, Instruction, Reasoning and Beyond, ACM MM 2024
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• What is Unified Multimodal Model?

• Generation & understanding capability in a unified model

• “Any-to-any” flexibility

• image2text

• text2image

• interleaved multimodal sequences

• ...

• Shared Semantic Space

• Align different data into a unified representation
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• Why we need Unified Multimodal Model?

• Reduced Complexity

• Simplified E2E framework instead of complex pipelines

• Pipeline

• Understanding (in: text, img; out: text)

• Generation (in: text; out: img)

• UMM

• input: text, img

• out: text, img
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• Why we need Unified Multimodal Model?

• Cross-Modal Synergy

• Generation&understanding tasks are training on a unified backbone 

• Generation training improves understanding

• Spatial awareness

• Finer details 

• Understanding training improves generation

• logical consistency
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• Two Types of Unified Multimodal Model

• Modular Joint Modeling

• Prompt-Mediated

• Representation-Mediated

• End-to-End Unified Modeling

• Autoregressive

• Diffusion

• Autoregressive-Diffusion Hybrid



Modular Joint Modeling
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• Bridge understanding and generation model with a alignment module

• Directly utilize the pre-trained model

• Improve generation with understanding model

• Two types:

• Prompt-Mediated

• Representation-Mediated
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• Jointly modeling understanding and generation through end-to-end training

• Unified modeling input and target modality within the model itself

• Reduce information loss during modality transformation

• Enhancing both performance

• Three types:

• Autoregressive

• Diffusion

• Autoregressive-Diffusion Hybrid
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• Autoregressive: Emu3

BAAI, Next-token predicition is all you need, arXiv 2024
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• Autoregressive: Emu3

• Architecture baseline: Transformer like Llama-2

• Architecture improvement

• Vision Tokenizer: SBER-MoVQGAN5

• Longer Context Length: 131072

• Rotary Positional Embeddings (RoPE)

BAAI, Next-token predicition is all you need, arXiv 2024
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• Autoregressive: Emu3

• Training Mechanism

• Data: Text/Image/Video

• Loss: Standard cross-entropy loss for next-token prediction task

• Pre-Training

• Stage 1: Training on text and image, with context length=5120

• Stage 2: Training on text, image and video, with context length=131072

• Post-Training

• Quality Fine-Tuning

• Direct Preference Optimization

• Vision-Language Understanding

BAAI, Next-token predicition is all you need, arXiv 2024
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• Autoregressive: Emu3

• Performance

BAAI, Next-token predicition is all you need, arXiv 2024
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• Autoregressive

• Pros

• Aligns naturally with LLMs, simplicity

• Jointly optimize understanding and generation within a shared semantic space

• Cons

• Substantial differences across modalities

• Token-based generation introduces information bottlenecks

• Error accumulation during autoregressive generation

• Sequential generation process lead to low efficiency
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• Diffusion: OmniFlow

UCLA, OmniFlow: Any-to-any generation with multi-modal rectified flows, CVPR 2025
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• Diffusion: OmniFlow

• Modeling: Rectified Flow

• Architecture: MMDiT

UCLA, OmniFlow: Any-to-any generation with multi-modal rectified flows, CVPR 2025
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• Diffusion: OmniFlow

• Training

• Stage 1: Load pretrained parameters from SD3 for text2img

• Stage 2: Training a text2audio model

• Stage 3: Merge these two models with average weight on text branch 

• Stage 4: Finetune the unified model on multimodal dataset

UCLA, OmniFlow: Any-to-any generation with multi-modal rectified flows, CVPR 2025
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• Diffusion

• Pros

• High quality and generation capabilities

• Cons

• Slow inference speed

• Relatively weak multimodal understanding
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• Autoregressive-Diffusion Hybrid: BAGEL

ByteDance: Emerging Properties in Unified Multimodal Pretraining, Arxiv 2025
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• Autoregressive-Diffusion Hybrid: BAGEL

• Architecture

• Two decoder-only transformer expert for Und.&Gen

• Share the multi-modal self attention

• Vision Tokenizer

• ViT-based Und. Enc.

• VAE-based Gen. Enc.

• Backbone: Qwen2.5

ByteDance: Emerging Properties in Unified Multimodal Pretraining, Arxiv 2025



End-to-End Unified Modeling

68

• Autoregressive-Diffusion Hybrid: BAGEL

• Training

• Data

• Strategy

• Stage 1: Alignment Und. Enc. with Qwen

• Stage 2: Pre&Continued training

• Clean tokens for Und.

• Noised tokens for Gen.

• Stage 3: Supervised Fine-tuning

ByteDance: Emerging Properties in Unified Multimodal Pretraining, Arxiv 2025
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• Autoregressive-Diffusion Hybrid

• Pros

• Avoid information transmission bottlenecks

• Enhance generative quality

• Maintain understanding quality

• Cons

• Noise ingection may compromise understanding performance

• Parameter sharing introduces conflicts
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• Summary

• The definition and taxonomy of world models

• Representation focused world models: Multi-Modal Large Language Models

• Unified Generation-Understanding Models: End-to-End Unified Modeling

• Next Episode Preview 

• Generation focused world models

• Generation improvement with understanding model
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