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Motivation
- CNN lacks of interpretability
- CNN localization
- Absolute spatial information is important for position-dependent 

tasks: semantic segmentation, object detection
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Problem Formulation
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Position Encoding Network
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- Backbone as ResNet, 
VGG, weight frozen

- Resize, concate, 
convolution



Experiment Setting
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- Add data content independent 
case

- Test if contain 2D absolute 
position information

- MSE loss



Experiment Results
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- SPC for correlation, 
MAE for Mean Absolute 
Error

- VGG16, ResNet-152



Experiment Results
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- Qualitative results of PosENet based networks corresponding to 
different ground-truth patterns.



Ablation Study
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- Different 
receptive field

- VGG improves,  
PosENet keeps 
the same



Ablation Study
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Ablation Study
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- The power of different layer feature, deeper one encodes more 
position information.



Effect – Zero Padding
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- How zero padding affects the position information encoding.



Effect – Zero Padding
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- How zero padding affects the position information encoding.



Effect – Zero Padding
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Error Heat Map
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SOD & SS
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- Zero padding effects Saliency object detection and Semantic 
segmentation.



SOD & SS
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- Saliency object detection and Semantic segmentation have higher 
requirements on position information than classification. 

- (high-low combination)



Conclusion
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- Absolute position information is implicitly encoded in 
convolutional neural networks.

- Position information is encoded through zero-padding to some 
degree.

- High-low combination tasks may rely more on position 
information.



Thanks for your listening!
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