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Figure 1 - Pipeline of StyleGAN v1 Figure 2 - Pipeline of StyleGAN v2




Background
CLIP

A pretrained model of mapping images and texts to embeddings. Matched image-text
pairs will get close embedding pairs.

(1) Conftrastive pre-training
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Figure 3 - Basic idea of CLIP



Background
Prompt

A method of using pretrained models to process inputs which are out of domain.

(2) Create dataset classifier from label text
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Figure 4 - Basic idea of Prompt
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Method

The total pipeline is shown below.
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Figure 5 - Pipeline of Al lllustrator
The whole process of text-to-image translation concludes 2 projections and 1

generation.



Method

3 latent spaces:

- CLIP text latent space.

- CLIP image latent space.

- StyleGAN Z space.

So, the whole process is based on the projection among the 3 spaces above.
- Projection 1: input text embedding to image embedding.

- Projection 2: image embedding to StyleGAN Z space embedding.

- Generation: StyleGAN Z space embedding to final image.



Method

- Projection 1: input text embedding to image embedding.

Take CIE as the abbreviation of CLIP Image Embedding, CTE as the
abbreviation of CLIP Text Embedding and SE as the StyleGAN Z Embedding.

It’s hard to build a NN to achieve this projection because there is no paired
data to train.

Due to the character of CLIP (semantically aligned text-image pair have

aligned embedding pair), for two pairs of matched texts and images, we have:

CTE{ —CTEy =CIE1 —CIE» (1)



Method

- Projection 1: input text embedding to image
embedding.

If we can find a alighed embedding pair and this pair
can generally represent all the texts and images within the
domain, we can project the input CTE to CI/E via equation 1.
Name the “general embedding pair” as “prompt embedding
pair”, we have:

CIEinput = CIEprompt + (CTEinput — CTEprompt) (2

In practice, we usually use

CIEinpur = CIEprompt + @ - (CTEinput = CTEprompt) (3

to control the distinctiveness of projection.
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Figure 6 — Embedding projection



Method

- The method of finding the prompt embedding pair.
The prompt pair should be semantically alignhed and
has the ability to represent the whole domain. So, the pair

should have unit length and the biggest average cosine |

similarity to all the embeddings within the domain. Take y as:

the embedding pair, we have:

|
I
I
(4) :

s.t.|y| = (5)
We can simplify Eqn. 4 as:

max zZ = Z X (6)

which is the equatlon of a hyperplane
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Figure 7 — Prompt embedding design



Method

- The method of finding the prompt embedding pair.
It’s obvious that z will be biggest at the time of the hyperplane (Egn. 6) and the

hypersphere (Eqn. 5) are tangent. At this time, the vector y is the unit normal vector of the

hyperplane:

y' = %;x v-2 )
This is the prompt embedding we want.
For image prompt embedding, we can just sample a lot of images, calculate their
CIE and get the prompt CIE via Egn. 7.
For text prompt embedding, because text itself is the carrier of semantics, we can

simply use a general sentence as prompt, like “A normal human face.”.



Method

- Projection 2: image embedding to StyleGAN Z embedding.
We can build a NN to achieve this because it’s easy to sample a lot of images and

extract their C/IEs and SEs as training pairs. The architecture of the NN is shown below.
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Figure 8 — Architecture of C2S projector




Method
- Projection 2: image embedding to StyleGAN Z embedding.

The training loss consists of 3 parts.
Basic constraint of the network:
L1 = ISEpred — SEtruellr (8)
Semantic consistency loss:
Lsem_cons = CosDis(CIEinput, CLIP[(G(SEpreq))) ©)
The regularization loss which ensures the predicted SE is in the StyleGAN Z space:

Lreg — ”mean(SEpred)Hl + ”Std(SEpred) - 1|1 (10)

The total loss is the combination of the three losses:
L= Asem_cons | Lsem_cons + /111 | Lll + Areg | Lreg (11)



Method

- Generation and stylization.
After getting the SE, we can generate the image we want by pretrained StyleGAN.

If we want to use the images as illustrations, we can cartoonize the realistic images.
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Figure 9 — Generation and stylization
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Experiments

Our method is based on CLIP

(Ours)

PCM-Frame

which can deal with open-world words.

But in order to compare with
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Figure 10 — Translation results with limited words.



Experiments

Then, we show the translation

results containing open-world words.

This task is more challenging.
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Figure 11 — Translation results with open-world words.



Experiments

Our method can generate diverse results with one input by taking

random SEs in certain layers of StyleGAN. The results are shown.

This man
has beard

and gray
hair.

Sheisa

cute girl
with white

skin and
big eyes.

Figure 12 — Diverse translation results.



Experiments

Our method can also translating non-face images as long as we have

the corresponding pretrained generative model.

Realistic Result [llustration

This is a church in
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and dim light falls
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in the sky.
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The sky is as blue before a yellow
wall.
as the sea.

Figure 13 — Non-face results.



Experiments

Our method can also be used to manipulate the generated images

via the equation below:
CIEtarget = CIEorigin +a- (CTEtarget - CTEorigin) (12)

Generated Image +black hair +smile -glasses +big eyes

R

A

A face. A face. A face with glasses. A face.

An old man with beard. A face with black hair A smiling face A face. A face with big eyes.
a:=105 a=03 a = 0.25 a=102
Generated Image +bright skin -mouth open -happy +glasses

; A face. A face with an open mouth. A happy woman. A woman.
A woman with black ! w7 > P PP) S
hair A face with bright skin A face. A woman A woman with glasses.
: a=04 a=0.6 a=05 a = 0.15

Figure 14 — Manipulation results.



Experiments

The ablation consists of 2 parts.

First, we demonstrate the efficiency of the proposed loss functions.
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Figure 15 — Ablation on losses.

Second, we demonstrate the efficiency of the proposed prompts.
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Lucie has pretty
figure, a quantity
of golden hair and /

ir of blue eyes. - '
a pair of blue eyes. |§ Figure 16 — Ablation on prompts.

She has brown
eyes, pale skin.
She is famous for
her fashionably
small waist.




Thanks for watching.
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